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A B S T R A C T

In this work we present a quantitative measurement-based method to describe the stability
behaviour of a periodic dynamical system. In-process response for impulse during milling is
analysed to provide operational stability prediction. The proposed method combines chatter
detection techniques with the theory of time-periodic delay differential equations applied
for general milling operations. Signal processing based on dynamic modal decomposition
approach not only presents qualitative properties (like stability/instability) but also quantifies
a measure of stability through the determination of the Floquet multipliers. The corresponding
monodromy operator of the milling process is approximated from the measured system’s
response during machining operation. By changing the technological parameters, the variation
of the modulus of the Floquet multipliers can be monitored. The stability limit can precisely
be interpolated with the unitary multiplier; furthermore, the stability limit can be extrapolated
while the manufacturing parameters remain in the chatter-free region. The presented approach
is validated by numerical results and laboratory tests.

. Introduction

In the manufacturing industry, productivity is a crucial factor besides quality, efficiency and sustainability. However, productivity
annot be increased arbitrarily due to undesired vibrations that may arise during the cutting processes. The most critical form of
ibrations is called chatter, which can lead to extensive tool wear, unacceptable surface quality or even possible damage in the
omponents of the machine-tool [1]. Over the past six decades, a significant number of studies have dealt with the study of chatter
nd productivity, yet the prediction and avoidance of these vibrations are still an open area of research [2]. Therefore, it is an
ssential task for mechanical engineers to predict the dynamic behaviour of a machining process to achieve high material removal
ates, thus increasing the production rate in manufacturing while also avoiding chatter [3].

One of the most common methods to avoid unwanted vibrations is to use the so-called stability charts that separate the chatter-
ree (stable) and chatter (which is said to be unstable) parameter domains. The calculation techniques of these charts are based on
he mathematical modelling of the milling process. It is well-known that the regenerative effect [4] is responsible for the occurrence
f chatter, namely, the past vibrations of the tool affects the instantaneous chip thickness, thus the cutting force [5]. It can be
odelled by delay-differential equations (DDEs) [6] subjected to time-periodicity, and the Floquet theory describes their stability
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properties [7]. Although highly developed numerical techniques exist that can produce stability charts in seconds as collected in [8],
uncertainties can occur both in the dynamic description of the system’s behaviour and in the modelling of the cutting force [9–12].
These uncertainties affect model coefficients and may result in unreliable stability charts. Another limitation of the usage of stability
lobe diagrams is that it is calculated prior to the beginning of the manufacturing process, thus it is not suitable for tracking changes
during the cutting process (such as tool wear, change in material characteristics due to temperature variance and/or changing
dynamical properties along complex tool paths) [13]. Consequently, it is considered as an out-of-process strategy of low reliability
for chatter avoidance [14].

Meanwhile, according to [14], in-process strategies include chatter detection techniques and in case of unwanted vibrations,
he technological parameters are tuned during the milling process to reach stable operation. Online chatter detection techniques
re essential elements of active chatter suppression methods, which are based on real-time signal processing and distinguish
etween chatter-free and chatter machining processes. These techniques usually give qualitative conditions to the stability of milling
rocesses, whether it is stable or not [15–17]. A novel detection technique is presented in [18], where a qualitative measure was
ntroduced for chatter detection that is based on the deviation of periodic sampling of signals. In almost all chatter detection methods,
he separation of stable and unstable operations is based on so-called chatter indicators [19–22]. These are usually measurement-
ased indicators that can be determined in different ways for each method. The signal processing of the measurement data for
he different indicators can take place in both time and frequency domain. The chatter indicators can be categorized as classical
tatistical methods like standard deviation or peak-to-peak amplitude, and traditional methods as fast fourier transformation and
ower spectral density which try to capture the energy ratio of the chatter vibration components. Also, the critical levels of the
ndicators (thresholds) are usually defined empirically. Therefore, these thresholds are typically determined by human experts based
n preliminarily measured datasets. Also, they do not use directly the stability theory behind the milling operation. A comprehensive
iterature review about chatter detection can be found in [14] and all the references therein.

Our idea is to propose a method that combines the chatter detection techniques with the theory of time-periodic delay differential
quations, in other words, where the chatter detection method meets the Floquet theory. This technique is not based on an
xperimentally tuned threshold, but on a quantity associated with the theory of periodic delay differential equations. This quantity
s the so-called Floquet multiplier, which characterizes the exponential growth of the solutions associated with the underlying
elayed periodic systems. The system is stable if the magnitude of all the multipliers are smaller than one, otherwise it is unstable.
onsequently, one can quantify from measurement data how stable or unstable the milling process is.

In other words, the main goal of this research is to characterize the dynamical behaviour of delayed periodic systems (e.g., a
illing operation) without essential knowledge of the parameters of the underlying mechanical model. The main idea is to measure

he so-called dominant spectral properties of the system which characterize the behaviour during milling operation. To obtain them
rom experiments, it requires additional excitation under stable machining condition, where the resultant transient vibration has
o be captured. This measurable transient onset vibration ‘connects’ the stationary milling operation to the large amplitude chatter
ibration.

According to the Floquet theory, the multipliers are the eigenvalues of the corresponding monodromy operator. Due to the nature
f time-delay systems, this operator has infinite dimensions [6], but it can be approximated by the finite-dimensional monodromy
atrix [23]. For this, we reduce the infinite-dimensional system to a finite-dimensional one in which the dominant behaviour is

elevant. In the literature, it is usually referred to as reduced-order modelling (ROM) [24].
There are different methods for ROM and in what follows is a summary of those which are suitable to be applied for milling.

n [25], the authors used spectral discretization and the Krylov subspace to approximate the infinite domain with finite one. Another
echnique, the so-called proper orthogonal decomposition (POD), is a powerful dimension reduction technique [26], which is also
alled in the literature as empirical orthogonal eigenfunction (EOF) analysis, principal component analysis (PCA) or Karhunen–Loeve
ecomposition (KLD). It is based on an energy ranking of orthogonal structures computed from a correlation (also called covariance)
atrix by means of singular value decomposition, where the energy ranking is given by the singular values. Another suitable ROM

echnique is the so-called impulse dynamic subspace (IDS) method [27,28], which uses singular value decomposition in order to
apture the dominant spectral properties and to provide a system matrix without modelling. Originally, this method was developed
or linear time-invariant systems, and its slightly modified version in [29] is applicable also for periodic delayed systems.

Another technique is the dynamic mode decomposition (DMD), which can approximate the monodromy operator in least mean
quare sense. Initially, the DMD method was developed to decompose fluid flows and to find coherent structures in [30]. Then it
ecame well-used in several fields like studying large-scale neural activity in [31], investigating cyclic behaviour in the stock market
n [32], using for pattern recognition in infectious diseases in [33] or analysing systems with control input in [34], just to mention a
ew. Also, the DMD has been applied successfully for mechanical problems as a single-degree-of-freedom (SDoF) experiment in [35],
nd for a 2-DoF pendulum with no delay in [36]. In these mechanical examples, the dimension of the system is known in advance,
owever, the method can also be applied where the dimension of the system is unknown. These are typical for large-scale structures,
lows that are modelled by partial differential equations (PDEs), and systems with time delay. The DMD method is applied for milling
irstly in [37] and for periodic delayed systems with distributed delay in [38]. In [39] the POD and DMD methods are compared
or delay systems, while recent improvement in the DMD method can be found in [40] where the influence of experimental noise is
educed significantly. A comprehensive literature review about the DMD method can be found in [41] and the references therein.

In this paper, we investigate the application of the DMD method for milling operations in a way that makes it capable to
rovide a quantitative measure of stability. Note that other ROM techniques may also be suitable for determining stability properties
fter being properly modified to handle periodic delay systems. Also note that in-process impulse excitation for inducing transient
2

ibrations has already been used in [35,37,40,42], while operational modal analysis (OMA) was first applied and investigated to
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estimate stability of turning processes in [43]. In case of OMA, the excitation relies on the cutting force mainly and also on random
ambient noise.

The rest of the paper is organized as follows. The formalism of the DMD method is introduced in Section 2. Then, by using a
ase study, a demonstration of the proposed approach is presented in Section 3. Section 4 presents the major contribution of this
ork, which is the application of the method for milling processes. This section also describes the performance of the method and
resents the possibilities of accurate stability limit prediction by means of interpolation and extrapolation. Finally, in Section 5, we
onclude our results and discuss future research directions.

. Dynamic modal decomposition

In this section, we recall the theory of linear time-periodic DDEs [23] and then we apply the DMD method in order to extract the
loquet multipliers. We provide the description for delayed systems, although in its original form, the method can be used directly
or periodic non-delayed systems only.

.1. Linear time-periodic DDEs

The general form of linear time-periodic differential equations with time delay 𝜏 reads

𝐱̇(𝑡) = 𝐋(𝑡, 𝐱𝑡), 𝐋(𝑡 + 𝑇 , .) = 𝐋(𝑡, .), (1)

where 𝐱 ∈ R𝑛 is the state variable and 𝐱𝑡 represents all the possible delayed values. It is defined by the shift

𝐱𝑡(𝜃) = 𝐱(𝑡 + 𝜃), 𝜃 ∈ [−𝜏, 0], (2)

that is an element of the Banach space  = ([−𝜏, 0],R𝑛) representing the continuous functions in the interval [−𝜏, 0]. 𝐋∶ → R𝑛

is a continuous, 𝑇 -periodic and linear functional; furthermore, 𝑇 is the principal period. Here, the derivation will be presented for
the case when the time delay is just equal to the principal period (𝜏 = 𝑇 ), which is typical for milling operations. Note that the
derivation is valid for the case 𝜏 ≤ 𝑇 and it can also be extended for 𝜏 > 𝑇 . The solution of Eq. (1) with the initial function 𝐱0 is
given by 𝐱𝑡 =  (𝑡)𝐱0, where  (𝑡) is the infinite-dimensional solution operator, which maps the solution 𝑡 time later. According to
eriodic systems [7], the connection between the general state 𝐱𝑡 and the state one principal period later 𝐱𝑡+𝑇 can be given by

𝐱𝑡+𝑇 =  (𝑇 )𝐱𝑡, (3)

here  (𝑇 ) ∶  →  is called the infinite-dimensional monodromy operator. Generally, the monodromy operator cannot be
etermined in closed form, but there exist several numerical and semi-analytical techniques to approximate it, such as in [23,44–46].
ut one may want to approximate  (𝑇 ) from measurement data where sampling is used. Thus, in the following, the DMD method

s derived in details. The effect of the discretized state 𝐱𝑡(𝜃) is presented through a test example.

.2. Discretization in the DMD method

In this subsection, we present the mathematical background of the DMD method. Since our goal is to approximate the monodromy
perator from sampled measurement data, here, we discretize time and approximate Eq. (3) with a discrete-time map. Let us define
he time step 𝛥𝑡 = 𝑇 ∕𝑟, 𝑟 ∈ N yielding 𝜃𝑙 = −𝑙𝛥𝑡, 𝑙 = 0, 1,… , 𝑟. Thus, the equidistant discretization in period 𝑇 of the state 𝐱𝑡(𝜃) in
q. (2) at the 𝑘th period can be defined as

𝐳𝑘 ∶= col𝑟𝑙 𝐱𝑡+𝑘𝑇 (−𝑙𝛥𝑡) =
[

𝐱(𝑡 + 𝑘𝑇 )⊤ 𝐱(𝑡 + 𝑘𝑇 − 𝛥𝑡)⊤ … 𝐱(𝑡 + 𝑘𝑇 − (𝑟 − 1)𝛥𝑡)⊤
]⊤ , 𝐳𝑘 ∈ R𝑛𝑟, 𝑘 ∈ N. (4)

n order to discretize Eq. (3), we use the Euler-type discretization scheme, but other choices of discretization can also be
pplied [23,47]. The monodromy operator  (𝑇 ) is approximated by the finite-dimensional monodromy matrix 𝐔 ∈ R𝑛𝑟×𝑛𝑟 (also
alled as principal matrix or transition matrix). Hence, for the finite-dimensional approximation of Eq. (3), the connection between
he discretized state 𝐳𝑘 and the discretized state 𝐳𝑘+1 one period later can be given as

𝐳𝑘+1 = 𝐔𝐳𝑘. (5)

he basic concept of the DMD method is to extend the monodromy mapping in Eq. (3) with 𝐾 number of further elements [41].
herefore let us introduce the following matrices composed from the discretized state 𝐳𝑘 as

𝐏 =
𝐾
∑

𝑘=0
𝐳𝑘𝐳⊤𝑘 , 𝐐 =

𝐾
∑

𝑘=0
𝐳𝑘+1𝐳⊤𝑘 , 𝐏,𝐐 ∈ R𝑛𝑟×𝑛𝑟. (6)

here 𝐳𝑘+1𝐳⊤𝑘 denotes the dyadic product of two vectors. With these matrices, the mapping in Eq. (5) can be formed as

𝐐 = 𝐔𝐏. (7)

o extract the monodromy matrix 𝐔, the inverse of 𝐏 is needed, but due to the dyadic product in Eq. (6), 𝐏 can have maximum
+ 1 nonsingular values. By choosing 𝐾 + 1 ≥ 𝑛𝑟, the monodromy matrix can be determined such as

−1
3

𝐔 = 𝐐𝐏 , (8)
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which provides the solution in linear least-square sense. Even with a proper selection of 𝐾, it is not guaranteed that 𝐏 is invertible,
owever, these are special cases. In case of our measured data and simulations, only ill-conditioned matrices appear in some
ituations. Then the stability of the linear time-periodic DDEs in Eq. (1) can be approximated by the spectral radius of 𝐔, which is
omputed based on the following eigenvalue problem

det(𝜇𝐈 − 𝐔) = 0, (9)

here 𝐈 is the identity matrix and 𝜇𝑖, (𝑖 = 1, 2,… , 𝑛𝑟) are the characteristic multipliers (or Floquet multipliers) and they are ordered
uch that 𝑖 = 1 corresponds to one with the largest modulus. Hence, Eq. (1) is exponentially stable if and only if all characteristic
ultipliers 𝜇 have modulus less than 1 (|𝜇1| < 1).

For the later validation of the DMD method, one needs to calculate the eigenvectors 𝐬𝑖 of the matrix 𝐔, which satisfy

𝐔𝐬𝑖 = 𝜇𝑖𝐬𝑖. (10)

ince 𝐔 is the projection of the monodromy operator, eigenvectors 𝐬𝑖 approximate the subspace of dominant modes, while
eigenvalues 𝜇𝑖 estimate the dominant characteristic multipliers of the infinite dimensional monodromy operator  (𝑇 ). Hence, with
his discretization technique, one can obtain a finite-dimensional representation of the dynamics in Eq. (1).

It should be noted that using notation for the collected periods as 𝐙𝑘 = [𝐳𝑘 𝐳𝑘+1 … 𝐳𝑘+𝐾 ] ∈ R𝑛𝑟×𝐾+1, the monodromy matrix can be
given equivalently to Eq. (8) based on the pseudo inverse of 𝐙𝑘 as 𝐔 = 𝐙𝑘+1𝐙⊤

𝑘 (𝐙𝑘𝐙⊤
𝑘 )

−1, which notation can be found in [30,36–40].
n this case, matrices 𝐙𝑘+1𝐙⊤

𝑘 and 𝐙𝑘𝐙⊤
𝑘 are equivalent to 𝐐 and 𝐏, respectively.

.3. Reconstruction of the dominant vibration signals

In this subsection we present the computation steps to reconstruct the signal belonging to the dominant multipliers and associated
ode shapes. According to the eigenvalue problem presented in Eqs. (9) and Eq. (10), the monodromy matrix can be decomposed

s

𝐔 = 𝐒𝐌𝐒−1, (11)

here matrix 𝐌 = diag𝑛𝑟𝑗=1𝜇𝑗 contains the multipliers, matrix 𝐒 = row𝑛𝑟
𝑗=1𝐬𝑗 collects the right eigenvectors 𝐬𝑗 and matrix 𝐒−1 = col𝑛𝑟𝑗=1𝐬

⊤
i,𝑗

rganizes the left eigenvectors 𝐬⊤i,𝑗 . Then the corresponding monodromy matrix 𝐔̃ mapping only the selected set of modes (𝑗) can be
econstructed as

𝐔̃ =
∑

𝑗
𝜇𝑗𝐬𝑗𝐬⊤i,𝑗 . (12)

ote that in case of complex conjugate eigenvalue pairs e.g.: 𝜇1,2, 𝑗 must contain both components 𝑗 = {1, 2}. Since this matrix
ontains information related to the considered modes only, the reconstructed vibration signals can be computed by

𝐙̃𝑘+1 = 𝐔̃𝐙𝑘, (13)

here matrix 𝐙̃𝑘+1 = row𝐾
𝑘=1𝐳̃𝑘+1 collects the reconstructed dominant vibration signals organized by 𝑇 periods.

3. Validation by numerical simulation

In this section, convergence analysis of the discretization is presented based on a time-periodic delay-differential equation (DDE)
which combines parametric forcing with time delay. In the DMD method, the discretization appears in two different ways: one is
the number of the used discretized periods 𝐾 in Eq. (6), second is the discretization of the state 𝐱𝑡 along the period 𝑇 in Eq. (4).

The method and its applicability is tested on the so-called delayed Mathieu equation (see [48,49]) by using time signal generated
by numerical integration. The general form of the delayed Mathieu equation reads

𝑥̈(𝑡) + 𝑎1𝑥̇(𝑡) + (𝛿 + 𝜀 cos 𝑡) 𝑥(𝑡) = 𝑏0𝑥(𝑡 − 𝜏), (14)

where the time-period is 𝑇 = 2𝜋. Here, the special case is investigated, when the time delay is just equal to the principal period
𝜏 = 𝑇 ).

In order to validate the DMD method, the fitted dominant multipliers and the corresponding eigenvectors are compared directly
o the theoretical ones (𝜇̂𝑖, 𝐬̂𝑖) calculated by the semi-discretization method (SDM) [23]. The DMD method is applied on numerically

generated time signal shown in Fig. 1. The parameter set 𝛿 = 3.1605, 𝜀 = 1, 𝑎1 = 0, 𝑏0 = −0.6246 are selected from the stability
chart [23] close to the stability boundary. The applied initial conditions represent an impulse excitation of a stationary system,
which reads as [𝑥0(𝜃) 𝑥̇0(𝜃)]⊤ = 𝟎 if 𝜃 ∈ [−𝜏, 0) and [𝑥0(0) 𝑥̇0(0)]⊤ = [0 1]⊤ if 𝜃 = 0. The number of the simulated periods is 120
generated by absolute tolerance 10−16 and relative tolerance 10−5. Then, the DMD method is applied based on the discretization
steps described in Eqs. (4), (6) and (8).

First, the number of the considered periods in Eq. (6) is under investigation through the evolution of the fitted characteristic
multipliers. Fig. 2a shows that the magnitudes of the fitted multipliers converge to constant values as the number of the considered
4
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Fig. 1. Numerical simulation of the investigated delayed Mathieu equation. Panel (a) and (b) represent the time profile and phase portrait, respectively. Dots
represent the discretization according to Eqs. (4) and (6). (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

Fig. 2. Results of the fitted multiplier for the delayed Mathieu equation. Panel (a) represents the convergence of the fitted multiplier and panel (b) shows their
relative errors defined in the function of considered periods for parameters 𝑛 = 2 and 𝑟 = 2. Note that there are complex conjugate eigenvalues (𝜇1 = 𝜇2). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

periods is increased. Meanwhile Fig. 2b represents the relative errors in a logarithmic scale for the fitted multipliers. The relative
error of the 𝑖th multiplier is defined by

𝜖𝜇,𝑖(𝐾) =
|𝜇𝑖,𝐾 − 𝜇̂𝑖|

|𝜇̂𝑖|
, (15)

where 𝜇𝑖,𝐾 is the calculated multiplier with the DMD method considering 𝐾 number of periods while 𝜇̂𝑖 is considered as the exact
multiplier calculated by the SDM method [23] with very high accuracy. It is easy to show that the relative error decreases by
increasing the number of considered periods. From Fig. 2b, one can select an appropriate number of considered periods to keep the
relative error within a desired range. For further investigation, we select 50 periods in this example.

As a next step, the effects of the discretization of the state 𝐱𝑡 along the period 𝑇 in (4) is investigated. The magnitude of the
fitted multipliers are plotted in Fig. 3a with black dots together with the theoretical values (red vertical lines) as a function of
the period 𝑟 of the discretization. For a small discretization number, the DMD method can capture two complex conjugate pairs
of multipliers having large magnitudes with good accuracy for these parameters in the example. On the other hand, taking into
account more discretized points by increasing the discretization number, the fitted multipliers start to scatter leading to malicious
modes. This scattering is related to the floating-point arithmetic and the accuracy of the numerical simulation (see the grey shaded
area in Fig. 3a), which will be even more dominant in a real measurement process.

One way to select an appropriate number of discretization value, the singular values of the matrices 𝐏 or 𝐐 can be analysed by
determining a threshold below the singular values, which show a significant ‘‘drop’’ as proposed in [26,28,50,51]. In our paper, we
use a different filtering approach detailed later.

The scattering multipliers are illustrated in the complex plane in Fig. 3b, also. As shown in the figure, the DMD method is not
only able to capture the magnitude of the multipliers, but its imaginary and real components as well. However, a disadvantage of
the proposed method is that it could not identify multipliers with small magnitude, since solution segments related to these terms
are decaying rapidly. Hence, almost no information on these modes can be extracted and the convergence of these multipliers are
limited by the floating-point arithmetic. Nevertheless, from the practical point of view, those are usually not relevant in engineering
applications, since the stability is defined by the spectral radius (multiplier with the largest modulus: |𝜇1|).

In case of large discretization number, a possible way to eliminate the fitted malicious modes is to analyse the corresponding
eigenvectors of the monodromy matrix Eq. (10). As shown in Fig. 4, in case of true modes, the mode shapes are smooth (see black
curves), while for malicious modes, it contains large numerical noise (see grey curves), which is resulted by floating-point arithmetic.
This numerical noise can be quantified by the standard deviation of the mode shape derivative (which is approximated by finite
5
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Fig. 3. Selection of an appropriate number of discretization value. Panel (a) shows the effect of discretization on fitted multipliers along the period while panel
(b) represents dominant multipliers in the complex plane for parameters 𝑛 = 2 and 𝐾 = 50.

Fig. 4. Elimination of possible malicious modes. Panel (a) shows the computed eigenvectors of the first eight modes for parameters 𝑟 = 100, 𝑛 = 2 and 𝐾 = 50.
Panel (b) shows the standard deviation for the mode shape difference 𝛥𝑠𝑗 = (𝑠𝑗+1 − 𝑠𝑗 )∕𝛥𝑡.

Fig. 5. The position component 𝑠p of the two dominant eigenfunctions of operator  (𝑇 ) in Eq. (3) (thick) and their different numerical counterparts 𝐬p (thin
greyscale). Note that all eigenvectors are normalized by the magnitude of their largest element ‖𝐬‖∞. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

difference). To determine this threshold value, one needs some intuition, although it has a small effect on the spectral radius, which
is usually determined only by the modes with the smallest standard deviation. Thus, it is advisable to use a more strict limit for the
filtering of the modes. It is important to note that the modes with the smallest standard deviation is not necessary the modes with
the largest magnitude, which defines the spectral radius. As Fig. 4b shows that |𝜇1| > |𝜇3|, while std𝛥𝐬1 < std𝛥𝐬3.

Then, Fig. 5 shows that the discretized map in Eq. (5) approximates well the continuous time system Eq. (3) in terms of the
dominant eigenvectors related to the largest two pairs of true multipliers (the malicious eigenvalues were eliminated based on the
mode shapes as presented in Fig. 4). The coloured curves show the eigenfunctions 𝑠𝑖(𝜃) of operator  (𝑇 ) in Eq. (3) approximated
by the SDM method, while the greyscale curves are the mode shape vectors 𝐬 of 𝐔 in Eq. (10) for different discretization values 𝑟.

Finally, Fig. 6 presents the reconstructed signal according to the first and second dominant pairs of true multipliers 𝜇1,2 and 𝜇3,4
calculated by means of Eqs. (12) and (13). One can see that the amplitudes of the vibrations are in the same size as the original
signal presented in Fig. 1, thus these two modes have large contributions.

Summarizing, by applying the DMD method to periodic systems, two numerical parameters are involved. One is the discretization
of the signal along one period 𝑟, while the other one is how many periods are taken into account during the computation, denoted
by 𝐾 that should be larger than 𝑛𝑟. Two computational problems may occur when using this method. One is how many periods are
considered. On the one hand, to be able to use more points for the mode shape, more periods should be included. On the other hand,
in case of a decaying signal, the numerical values in the umpteen periods are small, so their partiality is low, and thus, almost no
information can be extracted from it. The other problem is how many points are considered in a period which leads to the appearance
of malicious modes. From the engineering point of view, it is important to determine how reliable the fitted multipliers are. One
way to decide it is to increase the number of discretization along one period, keeping in mind that large number of malicious modes
will also appear which should be excluded later. The resolution of the eigenvectors depends also on the discretization number 𝑟.
6
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Fig. 6. Reconstructed time signals related to two dominant modes (𝜇1,2, 𝜇3,4). (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Fig. 7. Schematic of the mechanical model of the milling process (a) and the experimental setup (b).

The higher the discretization number is, the more points we can describe the eigenvector, thus, the ‘smoother’ the mode shapes we
get. The multipliers and the mode shapes of these malicious modes will typically scatter for larger discretization, while they are
converging for the true modes. Consequently, not only the multipliers but the mode shapes may involve additional information that
can help to distinguish the true modes from the false ones.

4. Validation by experiment

In the followings, we give an insight into the efficiency of the proposed method by applying it to measured vibration data of a
milling process. The intermittent nature of the cutting operation in milling clearly leads to delayed time-periodic system, in which
the chatter detection and stability prediction are important engineering tasks.

4.1. Mechanical model of milling

In this subsection, the mechanical model of the milling process is discussed, on which the previously described model reduction
technique is applied. Due to the complexity of the method, the mechanical model is kept as simple as possible while keeping the
core elements of the dynamic behaviour.

The dynamical model with cylindrical milling tool is presented in Fig. 7a, which can be described in the modal space by using
the vector of modal coordinates 𝐪(𝑡) ∈ R𝑑 as

𝐪̈(𝑡) + [2𝜁𝑘𝜔n,𝑘]𝐪̇(𝑡) + [𝜔2
n,𝑘]𝐪(𝑡) = 𝐓⊤𝐅(𝑡,𝐓𝐪(𝑡),𝐓𝐪(𝑡 − 𝜏)), (16)

where 𝐅 is the time-dependent cutting force, 𝑑 is the number of degrees of freedom, and the modal parameters such as 𝜔n,𝑘, 𝜁𝑘
and 𝐓 are the 𝑘th natural angular frequency, the 𝑘th relative damping ratio and the mass normalized modal transformation matrix,
respectively, and [⋅] refers to diagonal matrices.

The resultant cutting force has an explicit time dependency because it is proportional to the area of the chip cross-section which
has time-periodic component due to the intermittent effects of the entering and exiting edges [3]. The dynamic chip thickness is
influenced by the actual spatial position 𝐱(𝑡) = 𝐓𝐪(𝑡) of the cutting edge position and the previous one 𝐱(𝑡− 𝜏) = 𝐓𝐪(𝑡− 𝜏) due to the
regenerative effect [4]. The time delay 𝜏 and the time period of the system in seconds 𝑇 (s) = 2𝜋∕(𝛺(rad∕s)𝑍) are equivalent (𝜏 = 𝑇 )
for the considered cutter with uniform pitch and inversely proportional to the spindle speed (𝛺60∕(2𝜋) in case of rpm). The reader
is referred to [52] for a more detailed and general cutting force model of milling.

According to [23], the general solution 𝐪(𝑡) of Eq. (16) can be written as a small perturbation 𝐮(𝑡) around its periodic term 𝐪p(𝑡)
as

𝐪(𝑡) = 𝐪 (𝑡) + 𝐮(𝑡), (17)
7
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where 𝐪p(𝑡) = 𝐪p(𝑡 + 𝑇 ) is 𝑇 -periodic. The forced stationary periodic motion 𝐪p(𝑡) can be calculated from the particular solution of
q. (16) as the solution of the following ordinary differential equation (ODE)

𝐪̈p(𝑡) + [2𝜁𝑘𝜔n,𝑘]𝐪̇p(𝑡) + [𝜔2
n,𝑘]𝐪p(𝑡) = 𝐓⊤𝐆(𝑡), (18)

where 𝐆(𝑡) = 𝐆(𝑡 + 𝑇 ) = 𝐅(𝑡, 𝟎, 𝟎) is a 𝑇 -periodic directional force coefficient [3].
The linear stability of this stationary periodic motion 𝐪p(𝑡) can be analysed through the variational delay differential equation

of Eq. (16). It is derived by substituting Eq. (17) into Eq. (16), expanding it into Taylor series of the cutting force function and
eliminating the higher-order terms, which leads to

𝐮̈(𝑡) + [2𝜁𝑘𝜔n,𝑘]𝐮̇(𝑡) + [𝜔2
n,𝑘]𝐮(𝑡) = 𝐓⊤𝛥𝐅(𝑡,𝐓𝐮(𝑡),𝐓𝐮(𝑡 − 𝜏)), (19)

where 𝛥𝐅(𝑡,𝐓𝐮(𝑡),𝐓𝐮(𝑡 − 𝜏)) is the state dependent variational cutting force function. Therefore, Eq. (19) is a linear time-periodic
delay differential equation (DDE). This form is compatible to Eq. (1), thus, according to the Floquet theory of DDEs [7], the stability
is determined by the corresponding monodromy operator  (𝑇 ).

4.2. Experimental setup

The applicability of the proposed method is investigated based on a widely-used setup [37,53–55], for which the corresponding
mechanical model of the milling process is well-developed. The experimental setup is a single-degree-of-freedom (SDoF) flexible
structure, which is considered from the work in [42] as the base of the measurement evaluation, shown in Fig. 7b. The machined
workpiece is placed on a test-rig, which was designed to mimic the dynamics of a SDoF system. In this way, the signal-to-noise ratio
can be kept in an acceptable range. The fitted modal parameters of the SDoF system are modal mass 𝑚 = 2.701 kg, damping ratio
𝜁 = 0.71% and natural frequency 𝑓n = 259.96 Hz (𝜔n = 2𝜋𝑓n = 1633.4 rad/s). The selected machined material was aluminium 2024-
T351, and the resultant radial and tangential force coefficients are 𝐾r = 1723 MPa and 𝐾t = 2203 MPa, respectively, as measured
in [42]. During the milling experiments, the rest of the parameters were set as follows: feed per tooth 𝑓Z = 0.05 mm/tooth and
radial immersion 𝑎e = 2 mm, TIVOLY P615H endmill with 𝑍 = 2 number of edges, diameter 𝐷 = 16 mm, helix angle 𝛽 = 30◦ and
rake angle 𝜅 = 90◦ were used.

During the experiment, the cutting tests were carried out with a down-milling operation on a three-axis machine tool NCT EMR-
610MS, where the cutting tool was mounted by BT30 ER25 spindle adapter. In the meantime, for sensing the vibrations, acceleration
sensor PCB 352C23 was used and the data were acquired by NI cDAQ-9178 Chassis with NI 9234 Module at 𝑓s = 51 200 Hz sampling
frequency. To visualize velocity and displacement signals, single and double integration in frequency domain were used together
with an appropriate high-pass filter with cutoff frequency 50 Hz.

4.3. Triggering transient vibrations

Since the perturbation term is superposed onto the stationary solution (see Eq. (17)), it is necessary to perturb the system in some
way. For operational stability prediction, one does not need to measure excitation since it only analyses the response. In-process
impulse excitation for inducing transient vibration is used in [35,40] for mechanical structures, while in case of OMA, the excitation
relies on the cutting force mainly and also on random ambient noise. For milling process, two excitation methods are proposed
in [37] to trigger a transient vibration. One is based on the change in the cutting condition like tool’s entry into the material or
milling sharp corner [56]. The other one is an external impact perturbation where an additional hammer blow is applied during
milling operation, which is further analysed in details in [42]. In this paper, we use hammer blow during the stationary cutting
process, which has an advantage that it excites all the modes in the case of an ideal excitation. An alternative option for excitation
can be a ball shooter device [57], which can be well automatized and has high repeatability capabilities [58].

To study the perturbation 𝐮(𝑡), it is necessary to separate it from the stationary solution 𝐪p(𝑡) (see Eq. (17)). On the one hand, this
can be done in the frequency domain by using the so-called comb filter, which is a widely used technique in the traditional chatter
detection methods [19,59] and has also been used for stability prediction in [42]. However, separation of the forced vibration may
have drawbacks meanwhile the associated frequency components are filtered by means of the comb filter. In some cases of flip or
Hopf type stability losses, the frequency components related to the perturbation may be close to the forced vibration frequency.
Therefore, during the filtering, frequency components relevant for stability may also be filtered.

On the other hand, the separation of the stationary solution can be done in the time domain as well by using an appropriate
coordinate transformation. According to the so-called difference method proposed in [37,38], with the knowledge of the periodic
component (before triggering the transient), it can be simply subtracted from the measured signal. However, this prior data collection
limits the applicability. Automatic methods to subtract the periodic component without its prior direct measurement can be done
based on, e.g., the moving integral method [40] or the application of homogeneous coordinate representation [60].

Fortunately, by using the DMD method proposed in this paper, it is not necessary to remove the periodic term from the measured
signal beforehand. This term will automatically appear as a non-decaying standalone mode with corresponding multiplier 𝜇per = 1
with a real periodic eigenvector 𝐬per , and in this way, it will be ‘separated’ from the total vibration signal. Consequently, the stability
properties can be examined directly.
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Fig. 8. Stable measurement behaviour near the stability boundary: time domain representation (panel a) and phase plane (panel b) of measured signal and
its stroboscopic sections before and after hammer excitation. Panel (c) represents the wavelet transformation highlighting relevant frequency components and
panel (d) shows the dimensionless spectrum of the stroboscopic sampling. Parameters are spindle speed 8052 rpm and axial depth of cut 𝑎p = 1.5 mm. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

4.4. Typical time signals near stability boundary

Several measurements were carried out for different technological parameters related to the material removal rate, such as
the spindle speed and the axial depth of cut 𝑎p. Out of dozens of experiments, we highlight and explain in details two different
scenarios, which well characterize stable and unstable behaviour of the vibrations that occur near the stability limit. Time profiles,
phase portraits together with their spectrograms (time–frequency diagrams) and dimensionless frequency spectra are visualized for
stable and unstable milling operations near Hopf type stability losses in Figs. 8 and 9, respectively. In both figures, stroboscopic
sampling according to Eq. (4) with 𝑟 = 1 are visualized with red dots.

In Fig. 8a, one can see how the hammer blow excites the stationary solution at around 3 s. From this, the transient
vibration develops, which dies out and the stationary solution returns again at around 5 s. This transient behaviour can also
be seen in the stroboscopic sampled phase portrait in Fig. 8b, where the sampled points are spiralling back to the fixed point
([𝑥(𝑇𝑖), 𝑥̇(𝑇𝑖)]=[0.06 mm, 0 mm/s]) that belongs to the stable stationary solution. Fig. 8c represents the spectrogram of the signal,
where the tooth-passing frequency 𝑓tp = 1∕𝑇 and its higher harmonics are marked with blue arrows while the spindle frequency and
its higher harmonics are shown with black arrows. These frequency components of the spectrum represent the stationary solution. It
can be seen that a wide frequency range has been excited with the impulse excitation, from which most of the frequency components
quickly disappear and only the one belonging to the chatter frequency survives, but it also decreases and completely vanishes
at around 5 s as the transient vibration amplitude dies out. From this transient part, with the DMD method, one can identify
the multipliers as a ‘measure’ of stability. Panel d) shows the fast fourier transformation of the stroboscopic sampled data, which
characterizes well the range between the tooth-passing frequencies in the spectrogram.

Fig. 9 represents an unstable process close to the stability boundary. In this case, no excitation is needed since the noise from the
cutting process causes enough perturbation to develop a transient vibration which appears as an outward spiral in panel b). Panel
c) represents the spectrogram again, however, in contrast to the stable case in Fig. 8, there is an exponentially growing peak at the
dominant chatter frequency. This exponential growth is limited mainly due to loss of contact (so-called fly-over effect) [61]. Namely,
the vibration amplitude becomes so large that the cutting edges leave the material leading to saturated vibration amplitudes. This
non-smooth behaviour can be traced by the appearance of additional peaks in the spectrum visible after 1.3 s.

For further examples near flip, fold and period-3 type stability loss scenarios, see Appendix.

4.5. Stability characterization

In contrast to the theory, one does not have prior information about the dominant vibration modes of the system. Furthermore,
one cannot directly measure the general coordinates of Eq. (16), but only a few spatial coordinates due to the finite number of
measurement points. Still, as in modal testing, a single measurement point can contain spectral information of all modes (𝜔n,𝑘, 𝜁𝑘)
as long as the point is not a node. From measurement point of view, to extract characteristic multipliers, it is not even necessary
to integrate and filter the measured acceleration signal, because it also contains dynamic information. Note that data acquisition
method can greatly influence the results, such as data-sampling and signal-to-noise ratio. However, these challenges are not discussed
in details as they are not directly related to the applicability of the proposed DMD method; they generally play an essential role
in all measurement procedures. In what follows, the multipliers are extracted from a raw acceleration signal in case of an unstable
milling process in Fig. 10a.
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Fig. 9. Unstable measurement behaviour near the stability boundary: time domain representation (panel a) and phase plane (panel b) of measured signal and its
stroboscopic sections before and after hammer excitation. Panel (c) represents the wavelet transformation highlighting relevant frequency components and panel
(d) shows the dimensionless spectrum of the stroboscopic sampling. Parameters are spindle speed 8852 rpm and axial depth of cut 𝑎p = 1 mm. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 10. Measured acceleration signal and the effects of the discretization in the DMD method. Panel (a) shows the time history of the used signal and its
periodically sampled values. The true (black) and malicious (grey) multipliers are presented as the function of the period discretization in panel (b) and in the
complex plane in panel (d). Panel (c) shows the deviation of the mode shapes while the fitted mode shapes are presented in panels (e) and (f). Parameters are
spindle speed 8502 rpm, axial depth of cut 𝑎p = 1 mm, 𝐾 = 180, 𝑛 = 1.

First, we examine the effect of sampling in Eq. (4) as well as the automatic selection of the malicious modes introduced in
Section 3. The magnitude of the fitted true multipliers are plotted in panel (b) of Fig. 10 with black dots, while the excluded
malicious multipliers are denoted by grey ones. Here, for each calculation, we select the first three multipliers as true ones because
10
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Fig. 11. Effects of the used time window for fitted true multipliers with parameters: spindle speed 8502 rpm, axial depth of cut 𝑎p = 1 mm, 𝑟 = 50. Note that
parameters 𝐾 = 65, 95 and 154 refer to time windows 𝑇w = 0.229 s, 0.335 s and 0.543 s.

here was a change after it in the standard deviation of the corresponding mode shapes (see panel (c)). Note that the deviation
f the third mode shape in Fig. 10c is close to the fourth and fifth modes. The reason for this is that the third mode is related to
he periodic vibration term which contains larger frequency and this oscillation increases the value of the numerically calculated
eviation. One can see in the enlarged panel that the true multipliers remain stable at a fixed location as 𝑟 increases while the other

ones begin to scatter around significantly, which can also be seen in the complex plane in panel (d). The DMD method provides a real
characteristic multiplier with value one (𝜇per) which refers to the stationary solution on which the unstable motion is superposed.
The resulting dominant characteristic multipliers are a complex conjugate pair. Note this parameter combination is really close
to the stability boundary leading to a slowly increasing amplitude and a small magnitude in characteristic multipliers |𝜇1,2|. The
associated mode shapes (𝐬per and 𝐬1,2) are shown in panels of Fig. 10(e) and (f) illustrating their real parts and plotting these in the
complex plane, respectively. Note that 𝐬per has only real components, thus, in panel (e), it presents a time signal proportional to the
periodic component. For further investigation, the discretization number along the period is fixed to 𝑟 = 50, which gives a fairly
accurate multiplier and can already describe the mode shapes appropriately. Note that during the identification of the dominant
chatter frequency in milling processes, not only the multipliers but the mode shapes play a role [62].

The other free parameter in the DMD method is the number 𝐾 of used periods. In case of real online chatter detection technique,
this is referred to as the time window of the evaluated data. It means that the calculated multiplier will be delayed behind the actual
measured data in case of online implementation. For fast chatter detection, a smaller time window (smaller 𝐾 value) is preferred,
while large value is expected to provide a more accurate and reliable ‘measure’ of stability. Consequently, it is an engineering task to
balance between speed and accuracy/reliability. Furthermore, during online chatter detection, the selected time window is typically
applied to the updated data, which is shifted forward in time.

In order to investigate the applicability of the method, the true multipliers are determined for different time windows while we
shift the selected range along the transient part of the vibration. Fig. 11 presents the multiplier as a function of the initial time 𝑡0 of
the window for different window lengths 𝑇w. It can be noticed that for too small time window, the reliability is poor, while larger
time window can be thought of as a kind of averaging, which leads to smaller deviation. On the other hand, it should be noted that
in the case of an unstable process, the exponential increase is limited after a while, and finally it tends to a large but finite amplitude
vibration. If the time window covers these saturated parts, then the magnitude of the dominant multiplier might be underestimated.
As one can see, the multiplier tends to 1 as the chatter vibration creates an attracting non-decaying large amplitude vibration. We
can say, that the true dominant multiplier of the underlying linearized system is closer to the value detected at the beginning of the
signal. This is, however, not so precise because the small initial unstable vibration is comparable to the measurement noise.

4.6. Wandering of multipliers

As it can be clearly seen in Fig. 10d, not only the spectral radius can be approximated, but also its imaginary parts. This provides
a good opportunity to trace the wandering of the true multipliers in the complex plane as a function of technological parameters.
Fig. 12 presents the fitted true multipliers 𝜇1,2 together with the theoretically predicted counterparts in the complex plane for a set
of different spindle speeds. It is presented for 3 different axial depth of cut 𝑎p = 1, 1.5 and 2 mm. The theoretical multipliers are
calculated by means of the SDM based on Eq. (19) for parameters presented in Section 4.2. The root locus curve as a function of
spindle speed is denoted by continuous blue lines in Fig. 12.

For all panels, we start from a stable parameter domain and as the spindle speed is increased, the unstable domain is reached
through a Hopf bifurcation. For stable spindle speeds (denoted by greenish stars), the measured values and the predicted ones are in
good agreement. However, outside the unit circle in the unstable domain, the tendency of the fitted multipliers (reddish stars) does
not follow the trend of the theory (blue line). A probable explanation for this is similar as described in the unstable case presented in
Fig. 10, where the large amplitude vibration is saturated due to the fly-over effect. That is, there is no such exponential amplitude
growth during the measurement that the theory would predict, leading to smaller magnitudes in the true multipliers. Note, that
𝜇per = 1 is not shown in Fig. 12.

To check this amplitude saturation of the chatter vibration, we created an (experimental) bifurcation diagram by finding the peak-
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Fig. 12. Identified true multipliers for different spindle speeds (denoted by stars) in the complex plane compared to the path of the theoretical ones (continuous
blue line) for axial depth of cut 𝑎p = 1, 1.5 and 2 mm.. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

Fig. 13. (a) Complete stability chart prediction as the function of the technological parameters. Green and red stars denote stable (|𝜇1,2| < 0) and unstable
(|𝜇1,2| > 0) milling operation while black contour-line shows the interpolated boundary. b) Measured bifurcation diagram determined by the reconstruction of
the dominant component at around spindle speed is 4200 rpm. The green line represents attracting motions as stable cutting and chatter as a stable self-excited
vibration, while the red line marks the unstable stationary solution. (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)

The decomposition of the signal based on the corresponding modes was performed by the method described in Section 2.3. For a
set of different axial depths of cut, we plot the amplitudes 𝐴per and 𝐴chatt and colour them according to their stability (see Fig. 13b).
It can be seen that the stationary solution increases almost linearly with the depth of cut, as expected. However, as soon as unstable
machining takes place at around 𝑎p = 0.9 mm, a large amplitude solution appears related to a stable chaotic attractor. Based on
the theory [61], this experimental bifurcation diagram should show subcritical Hopf bifurcation. However, for this, a more detailed
measurement should be carried out around the bifurcation point. The corresponding bistable (unsafe) parameter regions were found
in some previous measurements, which are analysed in details in [42]. Note that this type of bistable behaviour is also analysed
in [63] by means of control-based continuation, where the Floquet multipliers and associated stable and unstable eigendirections
were determined.

4.7. Interpolation and extrapolation of multipliers

As it is presented in the previous subsection, the change of the characteristic multiplier as a function of technological parameters
can be followed with high accuracy. So it is possible to create an interpolation of the quantitative stability measure |𝜇1,2| to reach
much higher accuracy in the detection of the stability boundary. Furthermore, measuring the parameter plane of the stability chart,
an accurate stability boundary can be generated by a contour-line at |𝜇1,2| = 1. The efficiency of this interpolation is shown
in Fig. 13a, where a complete stability map is plotted along the technological parameters. This method opens the way for the
measurement of the intricate shape of the stability chart through a course measurement grid only. Since the unstable multipliers
can be underestimated due to the vibration amplitude saturation, the interpolation predicts a slightly larger stable domain. However,
this is still a better quantitative forecast of the stability limit, than if one had a ‘stable’ or ‘unstable’ type qualitative estimation,
from which the best possible interpolation is using the midpoint.
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Fig. 14. Extrapolation method of the stability boundary based on stable measurement point-pairs. Green and red stars denote stable and unstable cutting
condition, respectively, while black thin lines are fitted to two stable points used for extrapolation. Red shaded area characterizes the probability distribution of
the different extrapolations. Parameter is axial depth of cut 𝑎p = 1 mm. (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)

On the stable side, the calculated multipliers show an excellent agreement with the theoretical values, since there is no
underestimation due to nonlinear effects. It offers the possibility that the stability limit can be forecasted by extrapolation from
stable accurate measurement points only. In Fig. 14, we present the magnitudes of the dominant stable/unstable multipliers 𝜇1,2
with green/red stars as a function of the spindle speed presented in Fig. 12a. We fit lines to those points and created extrapolations
based on the stable measurement points, only. The lines fitted onto two different points (see black thin lines) predict different spindle
speeds for the stability limits when |𝜇1,2| = 1. We characterized the likelihood of the stability limit from these predicted points, which
probability is visualized with the reddish shaded distribution function (histogram). The larger the value of the distribution function
is, the greater the probability that the stability boundary is located at that spindle speed. The accuracy is better if we use points
close to the stability boundary. But even the prediction based on measurement points at 7800 and 8200 rpm further away from
the boundary can provide a fair approximation for the stability limit at around 8600 rpm. This extrapolation based on the DMD
method can be used to determine the stability boundary without reaching harmful vibration on the machine tool. All these represent
a rare situation when extrapolation can be more accurate than interpolation. However, it is fair to say in a possible online case the
multipliers are time-dependent through the varying technological parameter leading to chatter. In this case dynamic bifurcation
theory may also have importance [64].

5. Conclusions

In this contribution, it is shown by theoretical, numerical and experimental investigation that the Dynamic Modal Decomposition
method is a proper tool for periodic dynamical systems to determine the stability behaviour from measured data. A stability measure
from the approximated Floquet transition matrix is used to detect unstable cutting conditions in milling operation. This way, the
Floquet theory meets the chatter detection technique.

Summarizing the steps of the method, first, one needs to split the signal by the principal period and then build the proper
matrices for the DMD method. Then computing the pseudo inverse, the multipliers can be extracted, from which, malicious ones
should be excluded by analysing the convergence of the modes and the deviation of the mode shapes.

During the test example and the measurement results, the exclusion of irrelevant and malicious multipliers based on standard
deviation of the mode shape derivative seemed to be suitable. Although the method needs some parameters to be tuned, they
are mostly related to the quality of the data acquisition system and not related to the threshold which separates stable and
unstable operations like in case of traditional chatter detection methods. Some of the parameters of these traditional techniques
need to be tuned even for noise-free signals. For measurement with proper quality, the tuning of our parameters has a slight
influence on the identified spectral radius. Therefore, the proposed updated DMD method can effectively identify stable and unstable
behaviour.

However, the essence of the proposed method is to estimate and forecast the stability limit while one can keep the techno-
logical parameters in stable machining condition, so ideally we can completely avoid unstable machining. The extrapolation of
stability limit opens ways for efficient cutting parameter optimization strategies crossing the border towards reliable and optimal
cutting.

It is still left for the future to examine the possibility of integrating the method in an online environment based on real-time signal
processing that would be an essential element of active chatter suppression technique. Instead of a hammer blow, the applicability
of alternative methods should also be studied, like the techniques based on operational modal analysis to improve manufacturing
applicability.
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Fig. 15. Measured stable behaviour near flip bifurcation: panel (a) shows time domain representation of the measured signal before and after hammer excitation.
Panel (b) presents the alternating behaviour of the stroboscopic sections in the phase portrait. Panel (c) shows the dimensionless spectrum of the stroboscopic
sampling. Parameters are spindle speed 15 204 rpm and axial depth of cut 𝑎p = 1.75 mm.

Fig. 16. Measured stable behaviour near fold bifurcation: panel (a) shows time domain representation of the measured signal before and after hammer excitation.
Panel (b) presents the behaviour of the stroboscopic sections in the phase portrait. Panel (c) shows the dimensionless spectrum of the stroboscopic sampling.
Parameters are spindle speed 8027 rpm and axial depth of cut 𝑎p = 2 mm.

Fig. 17. Measured stable behaviour near period-3 type Hopf bifurcation: panel (a) shows time domain representation of the measured signal before and after
hammer excitation. Panel (b) presents the behaviour of the stroboscopic sections in the phase portrait. Panel (c) shows the dimensionless spectrum of the
stroboscopic sampling. Parameters are spindle speed 4826 rpm and axial depth of cut 𝑎p = 1.25 mm.
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Appendix. Flip, fold, period-3

Figs. 15, 16 and 17 represent further typical stable time signals near flip, fold and period-3 type stability boundaries, respectively.
Close to flip type (period-doubling) stability loss, the arising dominant chatter frequency is approximately half of the tooth-passing
one. It means double time period of the tooth-passing one, which appears alternating stroboscopic sections in Fig. 15b. In case of
fold type stability loss there is no additional chatter frequency in the spectrum, as it can be seen in Fig. 16c. It is known that
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based on the mathematical models only Hopf and flip-type stability losses can occur. However, the dominant multiplier with largest
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modulus inside the stable domain can be a positive real multiplier, which results in a fast exponential decay. This can be observed
in the experiments. While Fig. 17 presents a special case close to a Hopf bifurcation, where the frequency of the chatter vibration
is one third of the tooth-passing one.
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