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Abstract. This paper investigates fundamental properties of a new class of dynamical systems, which are everywhere smooth except for a codimension- $n$ discontinuity manifold with an arbitrary positive integer $n$. Such systems emerge naturally in modeling the motion of bodies with spatial point contacts as well as with finite contact surfaces under dry friction. As a special case, the investigated class includes Filippov systems $(n=1)$ as well as the recently introduced extended Filippov systems $(n=2)$. Trajectories reaching the discontinuity manifold are studied in detail, and new types of pathological behavior are uncovered, in systems where the local dynamics around the discontinuity manifold involves polycycles or strange attractors. The concept of crossing and sliding dynamics is extended for this type of system. The results are illustrated by several examples.
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1. Introduction. The field of piecewise smooth systems is a rapidly developing area of dynamical systems theory, which can be used for modeling many physical, engineering, or biological systems. An important subclass of these systems is often called Filippov systems, where the vector field has a jump on a certain switching manifold in the phase space. The concept of these vector fields with the switching behavior was founded mainly by Filippov [11], Utkin [35], and Teixeira [33, 34]. A detailed overview of the area and further references can be found in [7] and [17].

Mechanics of contacting bodies is an important application of discontinuous dynamics (see [24] for an overview). The main motivation of the present analysis is mechanical systems with dry friction, especially when it is modeled by the Coulomb friction model. Consider a planar problem with a rigid block slipping on a rough surface, which is a usual application example of piecewise smooth systems. Then, the one-dimensional description of the velocity state (slipping left or right) leads to a piecewise smooth Filippov system, where the static sticking state is related to the switching surface in the phase space.

However, in more complicated cases, dry friction goes beyond the area of piecewise smooth systems. In the case of planar friction with a single contact point, the switching surface is a

[^0]codimension- 1 discontinuity set. When we analyze the spatial problem of a slipping block with two velocity components, the vector field has a discontinuity in a codimension-2 discontinuity set. Then, the phase space shows a rather different picture from switching between distinct regions. For the analysis of such extended Filippov systems, the concepts of piecewise smooth systems were generalized in [2], and the results were applied to spatial mechanical problems in [3]. Systems with higher codimensional discontinuity emerge when local deformations and friction over a finite contact area are considered. Adding drilling friction (normal friction torque) to the friction model creates a codimension-3 discontinuity, which can be seen from the results in [23] and [21]. Moreover, adding the creep effect of rolling elastic bodies [18] introduces discontinuous coupling with further state variables which can lead to a reduced system with a codimension-5 discontinuity set.

Our motivation is to describe the class of vector fields, which covers all types of discontinuities mentioned above. For that, we consider a vector field which is smooth everywhere except in a codimension- $n$ submanifold of the phase space. Then, we use the concepts and terminology of piecewise smooth systems [7,17]. In the literature, different approaches such as complementary problems and set-valued force laws $[23,13,5,37]$ are used for the analysis of the discontinuities induced by spatial friction. Further formulations can be found in [4], and [28]. A detailed comparison of these approaches is a task left for future work. We note, however, that a clear benefit of our approach is uncovering special objects such as limit directions and limit cones, which determine the qualitative behavior of the vector field at the discontinuity set.

A wide variety of discontinuity-induced dynamics is known to emerge at the intersection of several discontinuity sets, which arise, for example, in mechanical systems with multiple contacts. The intersection of $k$ codimension- 1 discontinuities was analyzed in detail in [8, $16,26,19]$. This situation results in a non-isolated codimension- $k$ discontinuity set, which requires a different approach from that of the present paper. Some basic results about the intersection of codimension-2 discontinuity sets can be found in [1], but a detailed analysis of this topic is beyond the scope of this paper.

In the literature, analysis of piecewise smooth systems is often based on regularization, the blow-up method, or the combination of the two (see [32, 25] or the recent works [29, 6, 30]). These methods often lead to multiscale dynamical systems (see [22] for an overview), analyzed in the context of Fenichel theory [10]. In this paper, we use a basic approach of polar blow-up around the codimension- $n$ discontinuity set in order to investigate local dynamics in a close neighborhood of the discontinuity set. In addition, initial steps are taken to define and study sliding dynamics along the discontinuity. Other questions of sliding dynamics and bifurcations induced by codimension- $n$ discontinuities are questions left for future work.

The structure of the paper is the following. In section 2, the analyzed class of vector fields is introduced, and the basic concepts are formulated. The central part of the paper is section 3, where the qualitative behavior of the system is analyzed focusing on the trajectories which are connected to the discontinuity set. In section 4 , several examples illustrate the main findings. In section 5, the concepts of sliding and crossing regions are extended to this type of systems using Filippov's convex method, and sliding dynamics within the discontinuity manifold is also defined.
2. Vector fields with codimension- $\boldsymbol{n}$ discontinuities. In this section, we introduce codimension- $n$ discontinuities of vector fields and the necessary mathematical formulation for the subsequent analysis.
2.1. Problem statement. Consider the differential equation

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{F}(\mathbf{x}) \tag{2.1}
\end{equation*}
$$

where $\mathbf{x}=\left(x_{1}, x_{2} \ldots x_{m}\right) \in \mathbb{R}^{m}$ and $\mathbf{F}=\left(F_{1}, F_{2}, \ldots F_{m}\right)$ is an $\mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ vector field. A dot means differentiation with respect to time $t$, and the explicit time dependence $\mathbf{x}(t)$ is not denoted except when it is necessary. We assume that the vector field has a codimension- $n$ discontinuity in the subspace $\Sigma$ spanned by the coordinates $x_{1} \ldots x_{n}$. That is, we consider the discontinuity set

$$
\begin{equation*}
\Sigma=\left\{\mathbf{x} \in \mathbb{R}^{m}: x_{1}=x_{2}=\ldots x_{n}=0\right\} \tag{2.2}
\end{equation*}
$$

Assume that $\mathbf{F}$ is smooth everywhere in $\mathbb{R}^{m} \backslash \Sigma$. Even though $\mathbf{F}$ is not defined in $\Sigma$, it is assumed that in all points $\overline{\mathbf{x}} \in \Sigma$ the limit

$$
\begin{equation*}
\mathbf{F}^{\star}(\overline{\mathbf{x}}, \mathbf{v}):=\lim _{\epsilon \searrow 0} \mathbf{F}(\overline{\mathbf{x}}+\epsilon \mathbf{v}) \tag{2.3}
\end{equation*}
$$

exists for any vector $\mathbf{v} \in \mathbb{R}^{m}$ not tangential to $\Sigma$, and the limit depends smoothly on $\mathbf{v}$ and $\overline{\mathrm{x}}$.

Our aim is to understand how the trajectories of the differential equation (2.1) behave locally in a small neighborhood of $\Sigma$. In particular, we will focus in sections $2-4$ on trajectories that start or end at a point $\overline{\mathbf{x}} \in \Sigma$.

Note that the description could be extended from the state space $\mathbb{R}^{m}$ to an $m$ dimensional smooth manifold, and the discontinuity $\Sigma$ would be an $m-n$ dimensional smooth submanifold. By mapping the manifolds locally to linear spaces, the formulation (2.1)-(2.2) can be used for a local analysis without loss of generality.
2.2. On the classification and terminology of nonsmooth systems. The classification and terminology of nonsmooth dynamical systems vary slightly in the different works in the literature. In this subsection, we give a brief overview of the classification from different aspects and show the location of the analyzed system (2.1) in these categories.

- The codimension of the discontinuity: The term piecewise smooth systems is used for a large class of nonsmooth dynamical systems - including maps and vector fields-where the system is smooth everywhere in the phase space except on some codimension- 1 discontinuity sets (manifolds) [7, 17, 24]. In some cases, the discontinuity set can be called a switching surface separating some smooth regions of dynamics. The system (2.1) is a piecewise smooth system for $n=1$. However, it is beyond the class of piecewise smooth systems for $n>1$ because a higher codimensional discontinuity appears. The case $n=2$ was presented by the second author in [3], and the general $n \geq 1$ case is analyzed in the present paper. Note that in piecewise smooth systems, higher codimensional discontinuities can appear at the intersection of several codimension- 1 discontinuity sets $[8,16,17]$. However, the behavior of those intersecting
discontinuities is rather different from the isolated higher codimensional discontinuities of (2.1). Here, we cannot speak about switching behavior or being smooth in distinct regions: In the $n>1$ case of (2.1), the system is smooth everywhere around the higher codimensional discontinuity set.
- The type of the discontinuity: On page 73 of [7], we can find the definition of degree of smoothness (DS) of piecewise smooth systems with the following consequence: The case DS $=0$ corresponds to the hybrid systems where the trajectory has a jump at the discontinuity set. (A typical physical source of these systems is impact between rigid bodies.) In the $\mathrm{DS}=1$ case, the vector field has a jump at the discontinuity These vector fields are often called Filippov systems (see, e.g., [7, p. 75]). In the case $\mathrm{DS} \geq 2$, the vector field is $\mathcal{C}^{\mathrm{DS}-1}$ continuous at the discontinuity set, systems which are usually called piecewise smooth continuous systems. In the case $n=1$ of (2.1), the discontinuity $\Sigma$ has a uniform degree of smoothness 1 , except if (2.3) is independent of the direction $\mathbf{v}$. Thus, this is the case of Filippov systems. If $n>1,(2.1)$ ensures a similar type of discontinuity. This was the reason that the case $n=2$ was called an extended Filippov system in [3].
- The behaviour outside and inside the discontinuity: Part of the analysis of nonsmooth systems is related to the analysis of the sections of the trajectories in the smooth regions of the phase space outside the discontinuity set. A further task is to connect the sections of the trajectories through or even inside the discontinuity set. For the latter case, the dynamics can be sometimes extended to the discontinuity set, which is called sliding dynamics. For this, additional information or assumptions are needed about the dynamical system. The simplest possibility is to create a convex combination of the directional limits of the vector field, which is usually called Filippov's convex method. In addition to the convex method being linear in some switching variables, there are nonlinear ways to connect the boundaries of the discontinuity (see, e.g., $[35,6,29,17]$. Most of the present paper is devoted to the analysis of trajectories in the vicinity of the discontinuity set $\Sigma$ (section 2 to 4 ), where we still do not have to include the convex or nonconvex assumptions in the discontinuity. In section 5 , a brief analysis is shown by using a convex combination similar to Filippov's convex method. The detailed analysis of sliding and crossing dynamics by considering the nonlinear sliding dynamics is beyond the scope of the paper.
2.3. Appropriate transformations for the analysis. In this subsection, we carry out some transformations of the system (2.1) to reach a form of the equations appropriate for the subsequent analysis.
2.3.1. Decomposition to tangential and orthogonal parts. Let us first separate the state variable $\mathbf{x}$ into parts orthogonal to $\Sigma\left(\right.$ denoted by $\left.\mathbf{x}_{o}\right)$ and tangential to $\Sigma$ (denoted by $\left.\mathbf{x}_{t}\right)$. That is,

$$
\begin{equation*}
\mathbf{x}=\mathbf{x}_{o}+\mathbf{x}_{t}=\left(x_{1}, \ldots x_{n}, 0, \ldots 0\right)+\left(0, \ldots 0, x_{n+1}, \ldots x_{m}\right) \tag{2.4}
\end{equation*}
$$

The vector field is written in the form $\mathbf{F}=\mathbf{F}_{o}+\mathbf{F}_{t}$ such that the dynamics becomes $\dot{\mathbf{x}}_{o}=\mathbf{F}_{o}(\mathbf{x})$ and $\dot{\mathbf{x}}_{t}=\mathbf{F}_{t}(\mathbf{x})$.
2.3.2. Introducing spherical variables. In the next step, let us rewrite the orthogonal variable $\mathbf{x}_{o}$ in a similar way to that of polar and spherical coordinates. We consider

$$
\begin{equation*}
\mathbf{x}_{o}=r \mathbf{w} \tag{2.5}
\end{equation*}
$$

where $r=\left\|\mathbf{x}_{o}\right\|=\sqrt{\sum_{i=1}^{n} x_{i}^{2}}$ is the distance of $\mathbf{x}$ from the discontinuity $\Sigma$, and $\mathbf{w}=\mathbf{x}_{o} /\left\|\mathbf{x}_{o}\right\|=$ $\left(w_{1}, \ldots w_{n}, 0, \ldots 0\right)$ is the unit vector showing the direction of $\mathbf{x}$ around $\Sigma$. Note that throughout the paper, $\|\mathbf{a}\|=\sqrt{\mathbf{a}^{\top} \mathbf{a}}$ denotes the usual 2-norm of a vector, $\mathbf{a} \in \mathbb{R}^{m}$, and ${ }^{\top}$ denotes the transpose of a vector or a linear mapping. Note that this set of variables is redundant, and the solutions preserve the constraint

$$
\begin{equation*}
\|\mathbf{w}\|=\sqrt{\sum_{i=1}^{n} w_{i}^{2}}=1 \tag{2.6}
\end{equation*}
$$

Thus, $\mathbf{w}$ is located on the unit sphere $\mathbb{S}^{n-1} \subset \mathbb{R}^{m}$. By the transformation (2.4)-(2.5), the triplet $\left(r, \mathbf{w}, \mathbf{x}_{t}\right) \in \mathbb{R}^{+} \times \mathbb{S}^{n-1} \times \mathbb{R}^{m-n}$ is mapped to $\mathbf{x} \in \mathbb{R}^{m} \backslash \Sigma$. That is, we can identify the two sets, $\mathbf{x}=\left(r, \mathbf{w}, \mathbf{x}_{t}\right)$, and we use the two notations interchangeably.

The orthogonal part of the vector field can be written in the form

$$
\begin{equation*}
\mathbf{F}_{o}=R(\mathbf{x}) \mathbf{w}+\mathbf{V}(\mathbf{x}) \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
R(\mathbf{x})=\mathbf{w}^{\top} \mathbf{F}_{o}(\mathbf{x}) \tag{2.8}
\end{equation*}
$$

is the radial part of the vector field and

$$
\begin{equation*}
\mathbf{V}(\mathbf{x})=\mathbf{F}_{o}-\mathbf{w}^{\top} \mathbf{F}_{o}(\mathbf{x}) \mathbf{w} \tag{2.9}
\end{equation*}
$$

is the circumferential part. By these notations, we recast (2.1) as

$$
\begin{align*}
\dot{r} & =R\left(r, \mathbf{w}, \mathbf{x}_{t}\right)  \tag{2.10}\\
\dot{\mathbf{w}} & =\mathbf{V}\left(r, \mathbf{w}, \mathbf{x}_{t}\right) / r  \tag{2.11}\\
\dot{\mathbf{x}}_{t} & =\mathbf{F}_{t}\left(r, \mathbf{w}, \mathbf{x}_{t}\right)
\end{align*}
$$

Note that due to the smooth dependence required in (2.3), the functions $R, \mathbf{V}$, and $\mathbf{F}_{t}$ are smooth in the set $\mathbb{R}^{+} \times \mathbb{S}^{n-1} \times \mathbb{R}^{m-n} \ni\left(r, \mathbf{w}, \mathbf{x}_{t}\right)$, and the discontinuity is located at $r=0$.
2.3.3. Limit of the vector field at the discontinuity. The assumed continuity properties of $\mathbf{F}$ imply that the functions $R, \mathbf{V}$, and $\mathbf{F}_{t}$ have well-defined limit values

$$
\begin{align*}
R^{\star}\left(\mathbf{w}, \mathbf{x}_{t}\right) & :=\lim _{r \searrow 0} R\left(r, \mathbf{w}, \mathbf{x}_{t}\right)  \tag{2.13}\\
\mathbf{V}^{\star}\left(\mathbf{w}, \mathbf{x}_{t}\right) & :=\lim _{r \searrow 0} \mathbf{V}\left(r, \mathbf{w}, \mathbf{x}_{t}\right)  \tag{2.14}\\
\mathbf{F}_{t}^{\star}\left(\mathbf{w}, \mathbf{x}_{t}\right) & :=\lim _{r \searrow 0} \mathbf{F}_{t}\left(r, \mathbf{w}, \mathbf{x}_{t}\right), \tag{2.15}
\end{align*}
$$

which are smooth functions in $\mathbf{w}$ and $\mathbf{x}_{t}$.

Our goal is to analyze trajectories which either start from or end at a point $\mathbf{x}=\overline{\mathbf{x}}=$ $\left(0, \mathbf{0}, \overline{\mathbf{x}}_{t}\right) \in \Sigma$ of the discontinuity set. Thus, we analyze an approximate dynamics in the vicinity of a point $\overline{\mathbf{x}}$. By using the limits (2.13)-(2.15), we can approximate (2.10)-(2.12) by the asymptotic dynamics

$$
\begin{align*}
\dot{r} & =R^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right),  \tag{2.16}\\
\dot{\mathbf{w}} & =\mathbf{V}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) / r,  \tag{2.17}\\
\dot{\mathbf{x}}_{t} & =\mathbf{F}_{t}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) .
\end{align*}
$$

By using the decomposition $\mathbf{x}=r \mathbf{w}+\mathbf{x}_{t}$, the approximate dynamics in the original form (2.1) becomes

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{F}^{\star}(\mathbf{x})=R^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) \mathbf{w}+\mathbf{V}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)+\mathbf{F}_{t}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) . \tag{2.19}
\end{equation*}
$$

We will show later in subsection 3.3 that from the analysis of the asymptotic approximation (2.17)-(2.18), we can get information about the structure of the phase space of the full system (2.10)-(2.12), as well. Roughly speaking, we can think of the asymptotic dynamics as a leading-order approximation involving zeroth-order terms.
2.3.4. Time rescaling at the singularity. The singularity associated with $r=0$ is removed by a singular rescaling of time,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \tau}=r \frac{\mathrm{~d}}{\mathrm{~d} t} \tag{2.20}
\end{equation*}
$$

Then, (2.10)-(2.12) becomes

$$
\begin{align*}
r^{\prime} & =r R\left(r, \mathbf{w}, \mathbf{x}_{t}\right),  \tag{2.21}\\
\mathbf{w}^{\prime} & =\mathbf{V}\left(r, \mathbf{w}, \mathbf{x}_{t}\right),  \tag{2.22}\\
\mathbf{x}_{t}^{\prime} & =r \mathbf{F}_{t}\left(r, \mathbf{w}, \mathbf{x}_{t}\right),
\end{align*}
$$

where the dash denotes derivation with respect to the new time variable $\tau$. This transformation does not change the trajectories of the system.

If we extend the domain of the functions by using the limit values (2.13)-(2.15), then the system (2.21)-(2.23) is smooth in $\left(r, \mathbf{w}, \mathbf{x}_{t}\right) \in \mathbb{R}_{\geq 0} \times \mathbb{S}^{n-1} \times \mathbb{R}^{m-n}$, including $r=0$. The region $r<0$ is still excluded due to the restriction $r \geq 0$ of the spherical radial coordinate. Time rescaling (2.20) of the asymptotic dynamics (2.16)-(2.18) becomes

$$
\begin{align*}
r^{\prime} & =r R^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right),  \tag{2.24}\\
\mathbf{w}^{\prime} & =\mathbf{V}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right),  \tag{2.25}\\
\mathbf{x}_{t}^{\prime} & =r \mathbf{F}_{t}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) . \tag{2.26}
\end{align*}
$$

3. Analysis via multiple time scales. In the vicinity of $r=0$ located at the former discontinuity, the system (2.21)-(2.23) behaves as a multiple time scale dynamical system where $\mathbf{w}$ is a fast variable and $r$ and $\mathbf{x}_{t}$ are slow variables.

In the approximated system (2.24)-(2.26), the fast dynamics of $\mathbf{w}$ fully decouples from the other two slow variables and (2.25) can be solved independently. (Note that $\overline{\mathbf{x}}_{t}$ is a fixed value.) First, we give a brief overview on possible types of fast dynamics (2.25). Then, the slow dynamics is investigated by taking into account the long-term behavior of the fast variables. Finally, we draw consequences to the qualitative behavior of the full system (2.21)-(2.23).




Figure 1. Sketch of the phase space around the discontinuity for different values of the codimension $n$. Upper row: the sketch of the phase space projected onto the subspace of the orthogonal variables $\mathbf{x}_{o}$. In these projected graphs, the discontinuity is depicted as a point, which contains the other (tangential) variables $\mathbf{x}_{t}$. Bottom row: the subspace of the fast dynamics of $\mathbf{w}$ on a unit sphere $\mathcal{S}^{n-1}$. Left column: the codimension- 1 case, corresponding to the (classical) Filippov systems. Here, the phase space of the fast dynamics consists of two discrete points corresponding to two trivial limit directions $\hat{\mathbf{w}}_{1}$ and $\hat{\mathbf{w}}_{2}$. Middle column: the codimension- 2 case; the fast dynamics of $\mathbf{w}$ is located on a unit circle. Right column: the codimension-3 case; the fast dynamics of $\mathbf{w}$ is located on a unit sphere.
3.1. Fast dynamics of $\boldsymbol{w}$. The fast system (2.25) is a smooth dynamical system whose state space is the $n-1$ sphere $\mathbb{S}^{n-1} \subset \mathbb{R}^{m}$ of radius 1 . As we will see in Section 3.2 , the longterm behavior of the fast subsystem has a crucial role in the analysis of the slow dynamics. To that end, we briefly review classical results of dynamical systems theory [14] regarding the qualitatively different types of long-term behavior for low values of $n$ :

- Codimension-1 discontinuity, Filippov systems: If $n=1$, then the domain of the fast dynamics is two isolated fixed points $\hat{\mathbf{w}}_{1}=(1,0, \ldots 0)$ and $\hat{\mathbf{w}}_{2}=(-1,0, \ldots 0)$. That is, the dynamics of $\mathbf{w}$ is trivial, $\mathbf{w}(t) \equiv \hat{\mathbf{w}}_{1}$ or $\mathbf{w}(t) \equiv \hat{\mathbf{w}}_{2}$ as illustrated by the leftmost column of Figure 1. This is the well-known case of classical Filippov systems where the discontinuity manifold has two disconnected sides [7, 17].
- Codimension-2 discontinuity, extended Filippov systems: If $n=2$, then the domain of $(2.25)$ is the unit circle $\mathbb{S}^{1}$; see the middle column of Figure 1. This is the case of extended Filippov systems investigated in [2]. Trajectories of dynamical systems on circles always converge to fixed points forward and backward in time, or every trajectory is a periodic orbit covering the circle (if there are no fixed points).
- Codimension-3 discontinuity: If $n=3$, then the domain of (2.25) is the unit sphere $\mathbb{S}^{2}$ (right column of Figure 1). According to the Poincaré-Bendixson theorem and its generalizations [27], modest regularity assumptions imply that trajectories converge to fixed points, limit cycles, or polycycles. Among these, the last one will result in subtle difficulties during the analysis of the induced slow dynamics, as explained in Section 3.2 and illustrated by Example 4.5 below.
- Higher codimension cases: If $n>3$, then the domain is a unit hyper-sphere $\mathbb{S}^{n-1}$. Trajectories may have various qualitatively different types of behavior, including convergence to fixed points, periodic orbits, quasi-periodic orbits, polycycles, and strange attractors. As we will see in subsection 3.2, the first three types allow the use of averaging techniques to predict the slow dynamics; however, this is not the case for other types in general.
3.2. Slow dynamics of $r$. When the fast dynamics (2.25) of $\mathbf{w}$ approaches an invariant set presented in subsection 3.1, we want to analyze the dynamics of $r$ according to (2.24). For this analysis, it is useful to introduce the rescaled radial variable $\rho=\log r$. If the solution $\mathbf{w}(\tau)$ is known from the fast dynamics (2.25), then the evolution of $\rho$ is given by

$$
\begin{equation*}
\rho(\tau)-\rho(0)=\int_{0}^{\tau} \rho^{\prime}(\eta) \mathrm{d} \eta=\int_{0}^{\tau} \frac{r^{\prime}(\eta)}{r(\eta)} \mathrm{d} \eta=\int_{0}^{\tau} R^{\star}\left(\mathbf{w}(\eta), \overline{\mathbf{x}}_{t}\right) \mathrm{d} \eta . \tag{3.1}
\end{equation*}
$$

The discontinuity set $\Sigma$ is located at $r=0$, which corresponds to $\rho=-\infty$. Thus, a trajectory tending to $\Sigma$ in forward or backward time is characterized by $\lim _{\tau \rightarrow \pm \infty} \rho(\tau)=-\infty$, which leads to

$$
\begin{equation*}
\lim _{\tau \rightarrow \pm \infty} \int_{0}^{\tau} R^{\star}\left(\mathbf{w}(\eta), \overline{\mathbf{x}}_{t}\right) \mathrm{d} \eta=-\infty \tag{3.2}
\end{equation*}
$$

For each type of invariant set of $\mathbf{w}$ (see subsection 3.1), we can describe the radial dynamics by analyzing the integral (3.2).
3.2.1. Fixed points of $w$-limit directions of the system. We have seen that the fast dynamics often converges to a fixed point $\mathbf{w}=\hat{\mathbf{w}}$. Then, the analysis of (3.2) reduces to checking the sign of $R^{\star}(\hat{\mathbf{w}})$.

Definition 3.1. Consider the fixed point $\hat{\mathbf{w}}$ of the circumferential dynamics satisfying $\mathbf{V}^{\star}(\hat{\mathbf{w}}$, $\left.\overline{\mathbf{x}}_{t}\right)=\mathbf{0}$. Then, we call $\hat{\mathbf{w}}$ a limit direction of the system (2.1) at $\overline{\mathbf{x}}_{t}$. In the case $R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)<0$ or $R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)>0$, $\hat{\mathbf{w}}$ is called an attracting or a repelling limit direction, respectively.

By using the term limit direction, we identify the point $\hat{\mathbf{w}} \in \mathbb{S}^{n-1} \subset \mathbb{R}^{m}$ and the half-line $\mathcal{L}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{m}, \mathcal{L}(\rho)=\overline{\mathbf{x}}+\rho \hat{\mathbf{w}}$. The concept of limit direction is depicted in the left column of Figure 2.

Theorem 3.2. Consider an attracting limit direction $\hat{\mathbf{w}}$ at $\overline{\mathbf{x}}=\overline{\mathbf{x}}_{t} \in \Sigma$. Then, there exists a trajectory $\mathbf{x}(t)$ of (2.19) and $\hat{t} \in \mathbb{R}$ such as

$$
\begin{equation*}
\lim _{t \nearrow \bar{t}} \mathbf{x}(t)=\overline{\mathbf{x}} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \backslash \hat{t}} \mathbf{w}(t)=\hat{\mathbf{w}}(t) . \tag{3.4}
\end{equation*}
$$

Proof. Consider a trajectory $\left.\mathbf{x}(\tau)=(r(\tau)), \mathbf{w}(\tau), \mathbf{x}_{t}(\tau)\right)$ with a starting point $r(0)=r_{0}=$ $\exp \rho_{0} ; \mathbf{w}(0)=\hat{\mathbf{w}} ; \mathbf{x}_{t}(0)=\mathbf{x}_{t, 0}$. Then, $\mathbf{w}(\tau) \equiv \hat{\mathbf{w}}$ according to Definition 3.1, and from


Figure 2. Limit directions and limit cones at the discontinuity depicted in the codimension-3 case. The upper and lower rows show the phase space projected to the orthogonal subspace and the fast subspace, respectively, similarly to Figure 1. Left column: a limit direction is a characteristic direction in the (orthogonal) phase space and a fixed point in the fast subspace of $\mathbf{w}$. Right column: a limit cone is a conical-shaped organizing surface of trajectories in the orthogonal space, which corresponds to a limit cycle in the fast subspace of $\mathbf{w}$.
(2.19), (3.4) is trivially satisfied for any time $\hat{t}$ until the discontinuity manifold is reached. The constant value $R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)<0$ makes the integrand of (3.2) finite and negative, thus, $\lim _{\tau \rightarrow \infty} \rho(\tau)=-\infty$ corresponding to $r \rightarrow 0$. In particular, $\rho(\tau)=\rho_{0}+R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \tau$. Let $t(\tau)$ denote the time of the original time scale according to (2.20). By assuming $t(0)=0$, the time $\hat{t}$ of reaching the discontinuity becomes

$$
\begin{align*}
\hat{t}=\lim _{\tau \rightarrow \infty} t(\tau)=\int_{0}^{\infty} \frac{\mathrm{d} t(\tau)}{\mathrm{d} \tau} \mathrm{~d} \tau & =\int_{0}^{\infty} r(\tau) \mathrm{d} \tau  \tag{3.5}\\
& =\int_{0}^{\infty} \exp \left(\rho_{0}+R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \tau\right) \mathrm{d} \tau=\frac{-\exp \left(\rho_{0}\right)}{R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)}=\frac{-r_{0}}{R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)}
\end{align*}
$$

Then, (2.26) implies that by choosing

$$
\mathbf{x}_{t, 0}=\overline{\mathbf{x}}_{t}+\frac{r_{0} \mathbf{F}_{t}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)}{R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)}
$$

the trajectory satisfies (3.3), which completes the proof.
A variant of Theorem 3.2 can be proposed for the repelling limit directions.
Theorem 3.3. Consider a repelling limit direction $\hat{\mathbf{w}}$ at $\overline{\mathbf{x}}=\overline{\mathbf{x}}_{t} \in \Sigma$. Then, there exists a trajectory $\mathbf{x}(t)$ of (2.19) and $\hat{t} \in \mathbb{R}$ such as

$$
\begin{equation*}
\lim _{t \searrow \hat{t}} \mathbf{x}(t)=\overline{\mathbf{x}}, \quad \lim _{t \searrow \hat{t}} \mathbf{w}(t)=\hat{\mathbf{w}} \tag{3.6}
\end{equation*}
$$

Proof. The proof is analogously to Theorem 3.2.

Theorems 3.2-3.3 are trivial in the case of $n=1$ (Filippov systems) and they have been proved by [2] in the case of $n=2$. The generalization to arbitrary $n$ is a new contribution of this work.

There is an analogy between limit directions of a point $\overline{\mathbf{x}} \in \Sigma$ and the eigenvectors of a usual fixed point: both are organizing lines of trajectories approaching the critical point of the vector field. However, there are two fundamental differences:

- More accurately, the eigenvectors are lines (bidirectional), but the limit directions are half-lines (unidirectional).
- Along a usual eigenvector, the trajectories approach the equilibrium point exponentially (the convergence takes infinite time). Along a limit direction, the trajectories approach $\overline{\mathbf{x}}$ faster than exponentially (the convergence takes finite time).
- The number of eigenvectors cannot be higher than the dimension of the state space; there is, however, no such limitation for limit directions.
Note that by the time transformation (2.20), we effectively slow down the system in such a way that the convergence becomes exponential in the transformed time scale $\tau$. (See the linear leading term of $r$ in the radial dynamics (2.24).)

At the borderline case of $R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)=0$ a bifurcation occurs between the attracting and repelling behavior. This bifurcation can be considered either a special subset of $\Sigma$ satisfying $R^{\star}\left(\hat{\mathbf{w}}^{\prime}, \overline{\mathbf{x}}_{t}\right)=0$ or a special property of a fixed $\overline{\mathbf{x}} \in \Sigma$ in the presence of varying system parameters. In the codimension- 1 case of Filippov systems, this is called a tangency point (see [17, p. 50]), and the concept was extended to the codimension-2 case in [2]. General analysis of this bifurcation is beyond the scope of the present work. Now we just point out that the name tangency seems to be appropriate in the codimension- $n$ description: If $\mathbf{V}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)=0$ and $R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)=0$, then the approximate dynamics (2.24)-(2.26) gives that the vector field is tangent to the discontinuity set $\Sigma$ at the selected point $\overline{\mathbf{x}}$ and at the direction $\hat{\mathbf{w}}$.

In the proof of Theorem 3.2, we constructed a single trivial trajectory at the fixed point $\hat{\mathbf{w}}$ of (2.25). According to the type of the fixed point, the limit directions can be categorized to get information about other trajectories satisfying (3.3)-(3.4).

Definition 3.4. Consider a limit direction $\hat{\mathbf{w}}$ at $\overline{\mathbf{x}}=\left(0, \mathbf{0}, \overline{\mathbf{x}}_{t}\right) \in \Sigma$. Assume that $\hat{\mathbf{w}}$ is a hyperbolic fixed point of (2.25) with eigenvalues $\lambda_{1} \ldots \lambda_{k}$. The limit direction is called

- dominant if

$$
\begin{equation*}
\min _{i \in 1 \ldots k} R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \operatorname{Re} \lambda_{i}>0 ; \tag{3.7}
\end{equation*}
$$

- isolated if

$$
\begin{equation*}
\max _{i \in 1 \ldots k} R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \operatorname{Re} \lambda_{i}<0 ; \tag{3.8}
\end{equation*}
$$

- saddle-type if

$$
\begin{equation*}
\min _{i \in 1 \ldots k} R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \operatorname{Re} \lambda_{i} \cdot \max _{i \in 1 \ldots k} R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \operatorname{Re} \lambda_{i}<0 . \tag{3.9}
\end{equation*}
$$

In other words, a stable node or focus of (2.25) corresponds to an attracting-dominant or a repelling-isolated limit direction, an unstable node or focus corresponds to an attractingisolated or repelling-dominant limit direction, and a saddle corresponds to a saddle-type limit direction.


Figure 3. Left panel: Phase space of the system (3.10)-(3.11) with four different types of limit directions. Right panel: illustration of the fast dynamics via a sketch of the phase space where the origin is visually blown up to a circle. Here limit directions are depicted by fixed points. The dominant limit directions ( $\hat{\mathbf{w}}_{1}, \hat{\mathbf{w}}_{4}$ ) are connected to continuously many trajectories while each isolated limit direction ( $\hat{\mathbf{w}}_{2}, \hat{\mathbf{w}}_{3}$ ) is connected to the single trivial trajectory.

This categorization expresses whether a limit direction attracts the nearby trajectories in the time direction of approaching the discontinuity set. At a dominant limit direction, the trivial trajectory from Theorem 3.2 has a neighborhood where all trajectories are connected to $\Sigma$ along the limit direction. At an isolated limit direction, there is a single isolated trajectory which is connected to $\Sigma$. At a saddle-type limit direction, there is a mixed behavior according to the stable and unstable directions of the saddle.

The types of limit directions in Definition 3.4 are visualized in Figure 3 showing the vector field of a codimension-2 example

$$
\begin{align*}
& \dot{x}_{1}=w_{1}\left(w_{1}+w_{2}-w_{2}^{2}\right),  \tag{3.10}\\
& \dot{x}_{2}=w_{2}\left(w_{1}+w_{2}+w_{1}^{2}\right), \tag{3.11}
\end{align*}
$$

where $w_{1}=x_{1} / \sqrt{x_{1}^{2}+x_{2}^{2}}$ and $w_{2}=x_{2} / \sqrt{x_{1}^{2}+x_{2}^{2}}$. The system leads to $R^{\star}=w_{1}+w_{2}$ and $\mathbf{V}^{\star}=w_{1} w_{2}\left(-w_{2}, w_{1}\right)$, and we obtain four limit directions: $\hat{\mathbf{w}}_{1}=(1,0)$ is repelling-dominant, $\hat{\mathbf{w}}_{2}=(0,1)$ is repelling-isolated, $\hat{\mathbf{w}}_{3}=(-1,0)$ is attracting-isolated, and $\hat{\mathbf{w}}_{4}=(0,-1)$ is attracting-dominant.

When calculating the eigenvalues in Definition 3.4, the linearization of (2.25) at a fixed point $\hat{\mathbf{w}}$ can be written in the form

$$
\begin{equation*}
\mathbf{w}^{\prime}=\mathbf{V}_{\mathbf{w}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)(\mathbf{w}-\hat{\mathbf{w}})+\mathcal{O}^{2} \tag{3.12}
\end{equation*}
$$

where $\mathcal{O}^{2}$ denote the higher-order terms, and the Jacobian $\mathbf{V}_{\mathbf{w}}^{\star}$ is calculated by

$$
\begin{equation*}
\mathbf{V}_{\mathbf{w}}^{\star}=\frac{\partial \mathbf{V}^{\star}}{\partial \mathbf{w}}-\frac{\partial \mathbf{V}^{\star}}{\partial \mathbf{w}} \mathbf{w} \mathbf{w}^{\top} \tag{3.13}
\end{equation*}
$$

The second term of (3.13) implements the projection onto the unit sphere $\mathbb{S}^{n-1}: \mathbf{w}^{\top} \mathbf{V}_{\mathbf{w}}^{\star} \mathbf{w}=$ 0 , that is, the radial dynamics is eliminated. Moreover, the dynamics along the sphere is
preserved in (3.13), $\mathbf{V}_{\mathbf{w}}^{\star} \mathrm{d} \mathbf{w}=\partial \mathbf{V}^{\star} / \partial \mathbf{w} \mathrm{d} \mathbf{w}$, because all dw from the tangent space of the sphere satisfy $\mathbf{w}^{\top} d \mathbf{w}=0$. Then, $\mathbf{V}_{\mathbf{w}}^{\star}$ is an $m \times m$ matrix with $m-n+1$ trivial zero eigenvalues and $k \leq n-1$ nontrivial eigenvalues. In Definition 3.4, only these nontrivial eigenvalues $\lambda_{1} \ldots \lambda_{k}$ are considered, which corresponds to the dynamics on the unit sphere.

### 3.2.2. Limit cycles of $w$-limit cones of the system.

Definition 3.5. Assume that $\mathbf{w}_{c}(\tau):[0, T] \rightarrow \mathbb{R}^{3}$ is a limit cycle $\hat{\mathbf{w}}$ of the circumferential dynamics (2.25) with a time period $T$. Then, we call $\mathbf{w}_{c}$ a limit cone of the system (2.19) at $\overline{\mathbf{x}}$. Consider the average

$$
\begin{equation*}
\overline{R^{\star}}=\frac{1}{T} \int_{0}^{T} R^{\star}\left(\mathbf{w}_{c}(\eta), \overline{\mathbf{x}}_{t}\right) \mathrm{d} \eta . \tag{3.14}
\end{equation*}
$$

In the cases $\overline{R^{\star}}<0$ or $\overline{R^{\star}}>0, \mathbf{w}_{c}$ is called an attracting or a repelling limit cone, respectively.
By using the term limit cone, we identify the limit cycle $\mathbf{w}_{c}(\tau)$ and the cone $\mathcal{C}: \mathbb{R}^{+} \times$ $[0, T) \rightarrow \mathbb{R}^{n}, \mathcal{C}(\rho, \eta)=\overline{\mathbf{x}}+\rho \mathbf{w}_{c}(\eta)$. The concept of limit cones is illustrated by the right column of Figure 2.

Theorem 3.6. Consider an attracting limit cone $\mathbf{w}_{c}$ at $\overline{\mathbf{x}}=\left(0, \mathbf{0}, \overline{\mathbf{x}}_{t}\right) \in \Sigma$. Then, there exists a trajectory $\mathbf{x}(t)$ of (2.19) and $\hat{t} \in \mathbb{R}$ such as

$$
\begin{equation*}
\lim _{t / \bar{t}} \mathbf{x}(t)=\overline{\mathbf{x}} \tag{3.15}
\end{equation*}
$$

and $\mathbf{x}(t)$ lies in the limit cone.
Proof. Consider a trajectory $\left.\mathbf{x}(\tau)=(r(\tau)), \mathbf{w}(\tau), \mathbf{x}_{t}(\tau)\right)$ with a starting point $r(0)=r_{0}=$ $\exp \rho_{0} ; \mathbf{w}(0)=\mathbf{w}_{0}=\mathbf{w}_{c}\left(\eta^{*}\right) ; \mathbf{x}_{t}(0)=\mathbf{x}_{t, 0}$ where $\eta^{*} \in[0,2 \pi]$. Equations (3.2) and (3.14) imply $\lim _{\tau \rightarrow \infty} \rho(\tau)=-\infty$, corresponding to $r \rightarrow 0$. The periodicity of $\mathbf{w}_{c}$ and (3.1) leads to $\rho(\tau+T)=\rho(\tau)+\overline{R^{\star}} T$. As the function $R^{\star}$ is bounded due to the properties of (2.3), the following values exist:

$$
\begin{align*}
& \Delta \rho_{\min }=\min _{\tau \in[0, T)}\left(\int_{0}^{\tau} R^{\star}\left(\mathbf{w}_{c}(\eta), \overline{\mathbf{x}}_{t}\right) \mathrm{d} \eta-\overline{R^{\star}} \tau\right),  \tag{3.16}\\
& \Delta \rho_{\max }=\max _{\tau \in[0, T)}\left(\int_{0}^{\tau} R^{\star}\left(\mathbf{w}_{c}(\eta), \overline{\mathbf{x}}_{t}\right) \mathrm{d} \eta-\overline{R^{\star}} \tau\right) ; \tag{3.17}
\end{align*}
$$

these are the extrema of the deviation of $\rho(\tau)$ from the approximate solution $\rho(\tau) \approx \rho_{0}+\overline{R^{\star}} \tau$. Thus, we can make an estimation

$$
\begin{equation*}
\rho_{0}+\overline{R^{\star}} \tau+\Delta \rho_{\min } \leq \rho(\tau) \leq \rho_{0}+\overline{R^{\star}} \tau+\Delta \rho_{\max } . \tag{3.18}
\end{equation*}
$$

Calculations analogous to (3.5) imply that on the original time scale, the time $\hat{t}$ required for reaching the discontinuity is finite, and it can be bounded by

$$
\begin{equation*}
\frac{-r_{0} \exp \left(\Delta \rho_{\min }\right)}{\overline{R^{\star}}} \leq \hat{t} \leq \frac{-r_{0} \exp \left(\Delta \rho_{\max }\right)}{\overline{R^{\star}}} \tag{3.19}
\end{equation*}
$$

Finally, by choosing the initial condition

$$
\begin{equation*}
\mathbf{x}_{t, 0}=\overline{\mathbf{x}}-\int_{0}^{\hat{t}} \mathbf{F}_{t}^{\star}\left(\mathbf{w}(t), \overline{\mathbf{x}}_{t}\right) \mathrm{d} t \tag{3.20}
\end{equation*}
$$

the trajectory satisfies the statements of the theorem.
In the theorem, a single trajectory from the starting point $\eta^{*} \in[0,2 \pi]$ was considered, but as $\eta^{*}$ can be chosen from this interval, we get a continuous family of trajectories covering the limit cone and tending to $\overline{\mathbf{x}} \in \Sigma$. We can propose a similar theorem for the repelling case.

Theorem 3.7. Consider a repelling limit cone $\mathbf{w}_{c}$ at $\overline{\mathbf{x}}=\left(0, \mathbf{0}, \overline{\mathbf{x}}_{t}\right) \in \Sigma$. Then, there exists a trajectory $\mathbf{x}(t)$ of (2.19) and $\hat{t} \in \mathbb{R}$ such as

$$
\begin{equation*}
\lim _{t \searrow \hat{t}} \mathbf{x}(t)=\overline{\mathbf{x}} \tag{3.21}
\end{equation*}
$$

and $\mathbf{x}(t)$ lies in the limit cone.
Proof. The proof is analogous to that of Theorem 3.6.
Note that the case of limit cones is not relevant if $n=1$, whereas for $n=2$, at most one single limit cone can exist. This limit cone covers the full state space (the unit circle) of the fast dynamics. In this special case, the existence of trajectories with appropriate limits in the statements of Theorems 3.6-3.7 has been proved by [2] whereas the requirement of lying in the limit cone is trivially satisfied.

In the case of limit cones, a trajectory does not have a well-defined tangent when it approaches the discontinuity set. From this point of view, the surrounding trajectories in the fast subsystem are similar to the phase portrait of a focus point in a smooth system. But the convergence is, again, faster than exponential, and the oscillating solutions reach the discontinuity set in finite time either in forward or in backward direction of time. This point is illustrated by Example 4.4 and by Figure 6.
3.2.3. More complicated invariant sets of $w$. If a trajectory of the fast dynamics is not converging to a fixed point or periodic orbit, one needs to consider the infinite integral (3.2).

In some cases like convergence to a quasi-periodic orbit, the long-term average of $R^{\star}$ along trajectories is known to exist and converge to a well-defined limit value regardless of the exact initial conditions [36]. Hence

$$
\begin{equation*}
\overline{R^{\star}}=\lim _{\tau \rightarrow \pm \infty} \frac{\int_{0}^{\tau} R^{\star}\left(\mathbf{w}(\eta), \overline{\mathbf{x}}_{t}\right) d \eta}{\tau} \tag{3.22}
\end{equation*}
$$

can be used in the analysis as done before. This case will not be elaborated further in this paper.

There are cases in which the analysis described above faces fundamental difficulties. In the case of trajectories converging to strange attractors, the limit (3.22) exists for almost all fixed initial conditions in the measure-theoretic sense; however, convergence is not robust in the topological sense: an arbitrarily small neighborhood of a typical initial condition contains possible initial conditions for which the value of $\overline{R^{\star}}$ is different by a finite amount or for
which convergence does not occur at all [31]. It is certainly possible to prove the existence of trajectories starting or ending at the discontinuity manifold; nevertheless such a result has moderate practical significance. In the presence of any noise or uncertainty with respect to initial conditions, it may become unpredictable if a trajectory starts (ends) at the discontinuity or not.

For fast dynamics converging to a polycycle, a similar problem occurs. Even though the full system appears to have a "topological limit cone," however, the radial dynamics along this manifold becomes ill-defined because the limit (3.22) usually fails to converge for most initial conditions [12]. Divergence is generated by the presence of multiple fixed points $\hat{\mathbf{w}}_{j}$ $j=1,2, \ldots, k$ along the polycycle. A trajectory starting at a general point of a polycycle will converge to one of these fixed points. For a trajectory converging to $\hat{\mathbf{w}}_{j}$, the limit (3.22) will be equal to the value $R^{\star}\left(\hat{\mathbf{w}}_{j}, \overline{\mathbf{x}}_{t}\right)$ corresponding to that fixed point. Other trajectories initiated in a small neighborhood of the polycycle do not converge to any of the individual points, but they asymptotically converge to the polycycle, such that they spend longer and longer times in small neighborhoods of the fixed points as they pass by. More detailed analysis [12] reveals that the time average of a scalar function like (3.22) along those trajectories oscillates in an interval $(a, b)$ with $\min _{j} R^{\star}\left(\hat{\mathbf{w}}_{j}, \overline{\mathbf{x}}_{t}\right)<a<b<\max _{j} R^{\star}\left(\hat{\mathbf{w}}_{j}, \overline{\mathbf{x}}_{t}\right)$. It is possible that the interval $(a, b)$ contains 0 in its interior. In such cases, $r$ gets infinitely close to zero from time to time, but it diverges again and again. Hence there is no meaningful way to classify the radial dynamics as attractive or repelling. This behavior is illustrated by Example 4.5 below. Because the pathological behavior of radial dynamics and the lack of known applications where such limit sets may emerge, these cases are not examined further.
3.3. Limit directions and limit cones in the full system. In the previous subsection, the multiple time scale analysis was applied to the approximate asymptotic system (2.24)-(2.26). In this subsection, we demonstrate that previous results related to fixed points and periodic orbits of the fast dynamics can be applied to the full system (2.21)-(2.23) as well. Because of the difficulties associated with all other types of attractors (see Section 3.2.3) those cases are not investigated in the rest of the paper.

The set $r=0$ is an invariant set of $(2.21)-(2.23)$ where the dynamics is determined by

$$
\begin{align*}
r^{\prime} & =0  \tag{3.23}\\
\mathbf{w}^{\prime} & =\mathbf{V}^{\star}\left(\mathbf{w}, \mathbf{x}_{t}\right),  \tag{3.24}\\
\mathbf{x}_{t}^{\prime} & =0 \tag{3.25}
\end{align*}
$$

As $\mathbf{x}_{t}^{\prime}=0$, the set $r=0$ can be partitioned to invariant subsets (layers) parametrized by $\mathbf{x}_{t}$. For a chosen layer $\mathbf{x}_{t}=\overline{\mathbf{x}}_{t}$,(3.24) coincides with the fast dynamics (2.25) of the asymptotic approximate system. Thus, (3.24) can be considered as a vector field depending smoothly on the parameter $\mathbf{x}_{t}$. Consequently, in the case of a hyperbolic fixed point or limit cycle of (3.24), the local dynamics of the system is topologically equivalent in all layers in the neighborhood of $\mathbf{x}_{t}=\overline{\mathbf{x}}_{t}$.

In the local neighborhood of $r=0$ and $\mathbf{x}_{t}=\overline{\mathbf{x}}_{t}$, the vector fields can be written into Taylor series form

$$
\begin{aligned}
R\left(r, \mathbf{w}, \mathbf{x}_{t}\right) & =R^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)+R_{r}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) r+R_{\mathbf{x}_{t}}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)\left(\mathbf{x}_{t}-\overline{\mathbf{x}}_{t}\right)+\mathcal{O}^{2}, \\
\mathbf{V}\left(r, \mathbf{w}, \mathbf{x}_{t}\right) & =\mathbf{V}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)+\mathbf{V}_{r}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) r+\mathbf{V}_{\mathbf{x}_{t}}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)\left(\mathbf{x}_{t}-\overline{\mathbf{x}}_{t}\right)+\mathcal{O}^{2}, \\
\mathbf{F}_{t}\left(r, \mathbf{w}, \mathbf{x}_{t}\right) & =\mathbf{F}_{t}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)+\mathbf{F}_{t, r}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) r+\mathbf{F}_{t, \mathbf{x}_{t}}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)\left(\mathbf{x}_{t}-\overline{\mathbf{x}}_{t}\right)+\mathcal{O}^{2},
\end{aligned}
$$

where the meaning of the subscripts is

$$
\begin{align*}
R_{r}^{*}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) & =\left.\frac{\partial R\left(r, \mathbf{w}, \mathbf{x}_{t}\right)}{\partial r}\right|_{r=0, \mathbf{x}_{t}=\overline{\mathbf{x}}_{t}},  \tag{3.29}\\
R_{\mathbf{x}_{t}}^{*}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) & =\left.\frac{\partial R\left(r, \mathbf{w}, \mathbf{x}_{t}\right)}{\partial \mathbf{x}_{t}}\right|_{r=0, \mathbf{x}_{t}=\overline{\mathbf{x}}_{t}} \tag{3.30}
\end{align*}
$$

and $\mathcal{O}^{2}$ denotes the higher-order terms. Then, the dynamics (2.21)-(2.23) becomes

$$
\begin{align*}
r^{\prime} & =r R^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)+\mathcal{O}^{2}  \tag{3.31}\\
\mathbf{w}^{\prime} & =\mathbf{V}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)+\mathbf{V}_{r}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) r+\mathbf{V}_{\mathbf{x}_{t}}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)\left(\mathbf{x}_{t}-\overline{\mathbf{x}}_{t}\right)+\mathcal{O}^{2},  \tag{3.32}\\
\mathbf{x}_{t}^{\prime} & =r \mathbf{F}_{t}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)+\mathcal{O}^{2}
\end{align*}
$$

In what follows we shall discuss limit directions and limit cones separately with similar conclusions in the two cases.
3.3.1. Limit directions. Consider a fixed point $\hat{\mathbf{w}}$ with $\mathbf{V}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)=\mathbf{0}$. Then, from (3.12) and (3.31)-(3.33), the full linearized system at the fixed point $\left(r, \mathbf{w}, \mathbf{x}_{t}\right) \equiv\left(0, \hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)$ is

$$
\left(\begin{array}{c}
r^{\prime}  \tag{3.34}\\
\tilde{\mathbf{w}}^{\prime} \\
\tilde{\mathbf{x}}_{t}^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) & 0 & 0 \\
\mathbf{V}_{r}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) & \mathbf{V}_{\mathbf{w}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) & \mathbf{V}_{\mathbf{x}_{t}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \\
\mathbf{F}_{t}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) & \mathbf{0}
\end{array}\right)\left(\begin{array}{c}
r \\
\tilde{\mathbf{w}} \\
\tilde{\mathbf{x}}_{t}
\end{array}\right)+\mathcal{O}^{2},
$$

where $\tilde{\mathbf{w}}=\mathbf{w}-\hat{\mathbf{w}}, \tilde{\mathbf{x}}_{t}=\mathbf{x}_{t}-\overline{\mathbf{x}}_{t}$, and $\mathbf{V}_{\mathbf{w}}^{\star}$ was defined in (3.13). The characteristic equation of the matrix in (3.34) is

$$
\begin{equation*}
\left(R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)-\lambda\right) \cdot \operatorname{det}\left(\mathbf{V}_{\mathbf{w}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)-\lambda \mathbf{I}^{n}\right) \cdot \operatorname{det}\left(-\lambda \mathbf{I}^{m-n}\right)=0 \tag{3.35}
\end{equation*}
$$

where $\mathbf{I}^{n}$ denotes the $n \times n$ identity matrix. Then, we have the following three types of eigenvalues and eigenvectors of the linearized system:

1. The roots of $\operatorname{det}\left(\mathbf{V}_{\mathbf{w}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)-\lambda \mathbf{I}^{n}\right)=0$ are the eigenvalues of $\mathbf{V}_{\mathbf{w}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)$. As it was explained at (3.12), there are $k \leq n-1$ nontrivial eigenvalues and a trivial zero eigenvalue. It can be shown that the corresponding eigenvectors of (3.34) have the form $\mathbf{v}=\left(0, \mathbf{v}_{\mathbf{w}}, \mathbf{0}\right)$ where $\mathbf{v}_{\mathbf{w}}$ coincide with the eigenvectors of the fast subsystem (3.12).
2. The roots of $\operatorname{det}\left(-\lambda \mathbf{I}^{m-n}\right)=0$ are $m-n$ zero eigenvalues. The corresponding eigenvectors have the form $\mathbf{v}=\left(0, \mathbf{v}_{\mathbf{w}}, \mathbf{v}_{\mathbf{x}_{t}}\right)$ and they can be calculated by solving

$$
\begin{equation*}
\mathbf{V}_{\mathbf{w}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \mathbf{v}_{\mathbf{w}}+\mathbf{V}_{\mathbf{x}_{t}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \mathbf{v}_{\mathbf{x}_{t}}=0 \tag{3.36}
\end{equation*}
$$

The expression (3.36) is strongly related to the total derivative of the right-hand side of the fast dynamics (3.24) at a fixed point. In fact, (3.36) determines the tangent space of a critical manifold (see [22, p. 12]) determined by $\mathbf{V}^{\star}\left(\mathbf{w}, \mathbf{x}_{t}\right)=\mathbf{0}$, which contains the fixed points in the different layers of the fast dynamics.
3. At the eigenvalue $R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)$, regularity conditions should be checked. In the singular cases when either $\mathbf{V}_{\mathbf{w}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)-R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \mathbf{I}^{n}$ is a singular matrix or $R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)=0$, the corresponding eigenvector coincides with that of the two previous types of eigenvalues. In the regular case when $R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)$ is neither zero nor an eigenvalue of $\mathbf{V}_{\mathbf{w}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)$, the corresponding eigenvector has the form $\mathbf{v}=\left(1, \mathbf{v}_{\mathbf{w}}, \mathbf{v}_{\mathbf{x}_{t}}\right)$ satisfying

$$
\left(\begin{array}{cc}
\mathbf{V}_{\mathbf{w}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)-R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \mathbf{I}^{n} & \mathbf{V}_{\mathbf{x}_{t}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)  \tag{3.37}\\
\mathbf{0} & -R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \mathbf{I}^{m-n}
\end{array}\right)\binom{\mathbf{v}_{\mathbf{w}}}{\mathbf{v}_{\mathbf{x}_{t}}}=\binom{\mathbf{V}_{r}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)}{\mathbf{F}_{t}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)} .
$$

The first two types of eigenvectors do not have a component in the $r$ direction, so they are not related to trajectories leaving or arriving at the discontinuity at $r=0$. The only eigenvector transversal to $r=0$ is the eigenvector of $R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)$ in the regular case. One side of the eigenvector points to $r<0$, which is irrelevant in our original system. However, at $r>0$, this eigenvector corresponds to a stable $\left(R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)<0\right)$ or unstable $\left(R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)>0\right)$ manifold where trajectories from $r>0$ are connected to the selected point $\overline{\mathbf{x}} \in \Sigma$. This is the same behavior that was proposed in Theorems 3.2 and 3.3 in the case of attracting and repelling limit directions, respectively. Moreover, as the eigenvalues of $\mathbf{V}_{\mathbf{w}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)$ appear both in (3.12) and in (3.34), the dominant, saddle-type, and isolated properties from Definition 3.4 are inherited to the full system in the case of hyperbolic fixed points of the fast dynamics.

Hence, we conclude that in the nonsingular cases, the multiple time scale analysis of limit directions of the asymptotic approximate system (2.24)-(2.26) can be used for the qualitative analysis of the full system (2.21)-(2.23).
3.3.2. Limit cones. Consider now a periodic orbit $\hat{\mathbf{w}}(\tau)$ of (3.24) with period $T$ such that $\hat{\mathbf{w}}^{\prime}=\mathbf{V}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right)$ (where dependence of $\hat{\mathbf{w}}$ on $\tau$ has been hidden). The full linearized system at the periodic orbit $\left(r, \mathbf{w}, \mathbf{x}_{t}\right) \equiv\left(0, \hat{\mathbf{w}}(\tau), \overline{\mathbf{x}}_{t}\right)$ is again given by (3.34) with the only difference being that the coefficient matrix is now time-dependent and periodic.

The linear stability of periodic solutions of (3.34) is analyzed via a linearized Poincaré map. In particular, consider a Poincaré section $\mathcal{P}$ transversal to the flow through the point $\left(r, \mathbf{w}, \mathbf{x}_{t}\right) \equiv\left(0, \hat{\mathbf{w}}(0), \overline{\mathbf{x}}_{t}\right)$. This point is a fixed point of the Poincaré map. The linearized Poincaré map is determined by (3.34) and takes the form

$$
\left(\begin{array}{c}
r(\tilde{T})  \tag{3.38}\\
\tilde{\mathbf{w}}(\tilde{T}) \\
\tilde{\mathbf{x}_{t}}(\tilde{T})
\end{array}\right)=\mathbf{P}\left(\begin{array}{c}
r(0) \\
\tilde{\mathbf{w}}(0) \\
\tilde{\mathbf{x}}_{t}(0)
\end{array}\right)+\mathcal{O}^{2},
$$

where $\tilde{T}$ is the time of first return to the Poincare section. Note that $\tilde{T} \neq T$ in general; however, for $r(0)=\tilde{\mathbf{w}}(0)=\tilde{\mathbf{x}}_{t}(0)=0$, we have $\tilde{T}=T$.

In general, there is no simple formula to express $\mathbf{P}$ in terms of the equation of the linearized flow; however, the special structure of the coefficient matrix in (3.34) allows us to express $\mathbf{P}$ as follows.

Notice first that the linearized dynamics of $r$ is given by (3.34) as $r^{\prime}=R^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) r$. This homogeneous, linear, nonautonomous scalar equation yields

$$
\begin{equation*}
r(\tau)=r(0) e^{\int_{0}^{\tau} R^{\star}\left(\hat{\mathbf{w}}(\xi), \overline{\mathbf{x}}_{t}\right) d \xi} \tag{3.39}
\end{equation*}
$$

Second, the linearized dynamics of $\tilde{\mathbf{x}}_{t}$ is given by (3.34) as $\tilde{\mathbf{x}}_{t}^{\prime}=F_{t}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) r$. Using (3.39), we can now express

$$
\begin{equation*}
\tilde{\mathbf{x}}_{t}(\tau)=\tilde{\mathbf{x}}_{t}(0)+r(0) \int_{0}^{\tau} F_{t}^{\star}\left(\hat{\mathbf{w}}(\zeta), \overline{\mathbf{x}}_{t}\right) e^{\int_{0}^{\zeta} R^{\star}\left(\hat{\mathbf{w}}(\xi), \overline{\mathbf{x}}_{t}\right) d \xi} d \zeta \tag{3.40}
\end{equation*}
$$

In a last step, we find $\tilde{\mathbf{w}}(\tau)$ from the remaining set of equations given by (3.34):

$$
\begin{equation*}
\tilde{\mathbf{w}}^{\prime}=\mathbf{V}_{r}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) r+\mathbf{V}_{\mathbf{w}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \tilde{\mathbf{w}}+\mathbf{V}_{\mathbf{x}_{t}}^{\star}\left(\hat{\mathbf{w}}, \overline{\mathbf{x}}_{t}\right) \tilde{\mathbf{x}}_{t}+\mathcal{O}^{2} \tag{3.41}
\end{equation*}
$$

which is a nonautonomous, periodic, linear, inhomogenous vector-valued ODE. The solution of that system is

$$
\begin{aligned}
\tilde{\mathbf{w}}(\tau)= & \boldsymbol{\Phi}(\tau) \tilde{\mathbf{w}}(0) \ldots \\
& +\int_{0}^{t} \boldsymbol{\Phi}(\tau) \boldsymbol{\Phi}^{-1}(\xi)\left(\mathbf{V}_{r}^{\star}\left(\hat{\mathbf{w}}(\xi), \overline{\mathbf{x}}_{t}\right) r(\xi)+\mathbf{V}_{\mathbf{x}_{t}}^{\star}\left(\hat{\mathbf{w}}(\xi), \overline{\mathbf{x}}_{t}\right) \tilde{\mathbf{x}}_{t}(\xi)\right) d \xi
\end{aligned}
$$

where $\boldsymbol{\Phi}(\tau)$ is the so-called principal matrix solution of the equation (see Theorem 1.2.5 in [9]). We will not need the exact form of $\boldsymbol{\Phi}$. Note that the first term in (3.42) is the solution of the homogeneous part of the equation, which is identical to the asymptotic fast dynamics (2.25).

According to (3.39), (3.40), $r(\tau), \tilde{\mathbf{x}}_{t}(\tau)$ are linear functions of $r(0)$ and $\tilde{\mathbf{x}}_{t}(0)$, and thus we can write the Poincaré map as

$$
\begin{aligned}
\left(\begin{array}{c}
r(\tilde{T}) \\
\tilde{\mathbf{w}}(\tilde{T}) \\
\tilde{\mathbf{x}}_{t}(\tilde{T})
\end{array}\right) & =\left(\begin{array}{c}
r(T) \\
\tilde{\mathbf{w}}(T) \\
\tilde{\mathbf{x}}_{t}(T)
\end{array}\right)+\mathcal{O}^{2} \\
& =\left(\begin{array}{ccc}
e^{\int_{0}^{T} R^{\star}\left(\hat{\mathbf{w}}(\xi), \overline{\mathbf{x}}_{t}\right) d \xi} & 0 & 0 \\
* & \mathbf{\Phi}(T) & * * \\
* * * & \mathbf{0} & \mathbf{I}^{m-n}
\end{array}\right)\left(\begin{array}{c}
r(0) \\
\tilde{\mathbf{w}}(0) \\
\tilde{\mathbf{x}}_{t}(0)
\end{array}\right)+\mathcal{O}^{2} .
\end{aligned}
$$

The star symbols in the matrix represent closed-form expressions, which are omitted for brevity. It is notable that the matrix in (3.43) has a similar structure to the matrix in (3.34). The characteristic equation of the matrix in (3.43) is

$$
\begin{equation*}
\left(e^{\int_{0}^{T} R^{\star}\left(\hat{\mathbf{w}}(\xi), \overline{\mathbf{x}}_{t}\right) d \xi}-\lambda\right) \cdot \operatorname{det}\left(\boldsymbol{\Phi}(T)-\lambda \mathbf{I}^{n}\right) \cdot \operatorname{det}\left(\mathbf{I}^{m-n}-\lambda \mathbf{I}^{m-n}\right)=0 \tag{3.44}
\end{equation*}
$$

which allows us to draw conclusions similar to the case of limit directions. In particular,

1. the roots of $\operatorname{det}\left(\boldsymbol{\Phi}(T)-\lambda \mathbf{I}^{n}\right)=0$ are the eigenvalues determining the linear stability of the periodic solution of the asymptotic fast dynamics (2.25);
2. the roots of $\operatorname{det}\left(\mathbf{I}^{m-n}-\lambda \mathbf{I}^{m-n}\right)$ are $m-n$ unit eigenvalues;
3. the eigenvalue $e^{\int_{0}^{T} R^{\star}\left(\hat{\mathbf{w}}(\xi), \overline{\mathbf{x}}_{t}\right) d \xi}$ exceeds 1 (corresponding to instability) if $\bar{R}^{*}>0$ (see (3.14)) and it is below 1 (corresponding to stability) in the opposite case. The case of $\bar{R}^{*}=0$ is degenerate and out of scope of this work.
As before, the eigenvectors corresponding to the first two types of eigenvalues have no radial components whereas the eigenvector of the last eigenvalues does have such a component. Again, we find that the attracting/repelling and dominant/saddle-type/isolated properties of the full system are inherited by the asymptotic approximate system.
4. Examples. We now present several simple examples to cover all the important cases detected in the analysis above and to illustrate the behavior of these systems. In Examples 4.1 to 4.3 , the limit sets of the fast dynamics are fixed points; the purpose of these examples is to illustrate how the limit directions organize the dynamics in the neighborhood of the discontinuity set. Example 4.4 exemplifies local dynamics in the presence of a limit cone. Finally, Example 4.5 illustrates pathologic behavior if the fast dynamics converges to a polycycle. In Examples 4.6 to 4.8 , simple mechanical examples are shown demonstrating codimension-1, 2 and 3 discontinuities. In these examples, we focus on the radial and circumferential dynamics, and thus the tangential dynamics is either trivial or missing. The tangential dynamics is analyzed in detail in section 5 .

### 4.1. Fast dynamics converging to fixed points.

Example 4.1 (isolated limit directions). Consider the system

$$
\mathbf{F}(\mathbf{x})=\left(\begin{array}{c}
2 x_{1} / \sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}  \tag{4.1}\\
x_{2} / \sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} \\
-x_{3} / / \sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} \\
1
\end{array}\right),
$$

where $\mathbf{x} \in \mathbb{R}^{4}$. (In the long formulae, we denote the vectors by columns matrices.) In this case, $\mathbf{x}_{o}=\left(x_{1}, x_{2}, x_{3}, 0\right), \mathbf{x}_{t}=\left(0,0,0, x_{4}\right)$ and the codimension- 3 discontinuity surface $\Sigma$ is defined by $x_{1}=x_{2}=x_{3}=0$. Polar decomposition yields

$$
\begin{align*}
R\left(r, \mathbf{w}, \mathbf{x}_{t}\right) & =2 w_{1}^{2}+w_{2}^{2}-w_{3}^{2}  \tag{4.2}\\
\mathbf{V}\left(r, \mathbf{w}, \mathbf{x}_{t}\right) & =\left(2 w_{1}, w_{2},-w_{3}, 0\right)-\left(2 w_{1}^{2}+w_{2}^{2}-w_{3}^{2}\right)\left(w_{1}, w_{2}, w_{3}, 0\right)  \tag{4.3}\\
\mathbf{F}_{t}\left(\mathbf{w}, \mathbf{x}_{t}\right) & =(0,0,0,1) \tag{4.4}
\end{align*}
$$

where

$$
\begin{align*}
r & =\sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}  \tag{4.5}\\
\mathbf{w} & =\left(x_{1}, x_{2}, x_{3}, 0\right) / \sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}=\left(w_{1}, w_{2}, w_{3}, 0\right) \tag{4.6}
\end{align*}
$$

In this case, none of the functions above depends on $r$ or $x_{4}$, hence $R \equiv R^{\star}, \mathbf{V} \equiv \mathbf{V}^{\star}$, and $\mathbf{F}_{t} \equiv \mathbf{F}_{t}^{\star}$ (see (2.13)-(2.15)). The tangential dynamics in the $x_{4}$ direction is now trivial.

The fast dynamics $\dot{\mathbf{w}}=\mathbf{V}^{\star}\left(\mathbf{w}, \mathbf{x}_{t}\right)$ has six invariant points denoted by $\hat{\mathbf{w}}_{1} \ldots \hat{\mathbf{w}}_{6}$, each corresponding to a limit direction of the system (Figure $4(\mathrm{a})$ ). From Definition 3.1, the sign of $R^{\star}\left(\mathbf{w}, \mathbf{x}_{t}\right)$ decides whether the limit direction is attracting or repelling. From the eigenvalues of the fixed point (see (3.12)), Definition 3.4 can be used to determine the dominant or isolated property of the limit direction.

The properties of the limit directions of the system are summarized in Table 1. We can see that for this simple example, the limit directions appear in pairs, $\hat{\mathbf{w}}_{1}=-\hat{\mathbf{w}}_{2}, \hat{\mathbf{w}}_{3}=-\hat{\mathbf{w}}_{4}$, $\hat{\mathbf{w}}_{5}=-\hat{\mathbf{w}}_{6}$, and the properties of the two limit directions in each pair are identical. Generic trajectories of the fast (circumferential) dynamics of the system start from $\hat{\mathbf{w}}_{5}$ or $\hat{\mathbf{w}}_{6}$ and end at $\hat{\mathbf{w}}_{1}$ or $\hat{\mathbf{w}}_{2}$, and the unit sphere is partitioned by the stable manifolds of the saddles


Figure 4. Illustration of the limit vector fields for (a) Example 4.1, (b) Example 4.3, (c) Example 4.4, and (d) Example 4.5. Thin curves (blue online) denote some trajectories, thick curves (red online) depict (a), (b), (d) heteroclinic orbits and (c) periodic orbit of the circumferential dynamics. Fixed points are denoted by circles. Dark shading denotes those directions where $R^{\star}<0$, i.e., trajectories move toward the discontinuity in the radial direction. Note that the limit vector field of Example 4.2 is identical to (a) except that the shading is inverted.

TABLE 1
Limit directions of (4.1) in Example 4.1.

|  | Location | $R^{\star}(\hat{\mathbf{w}}, \overline{\mathbf{x}})$ | Fixed point | Limit direction |
| :---: | :---: | :---: | :---: | :---: |
| $\hat{\mathbf{w}}_{1}$ | $(1,0,0,0)$ | 2 | stable node | repelling-isolated |
| $\hat{\mathbf{w}}_{2}$ | $(-1,0,0,0)$ | 2 | stable node | repelling-isolated |
| $\hat{\mathbf{w}}_{3}$ | $(0,1,0,0)$ | 1 | saddle | repelling-saddle |
| $\hat{\mathbf{w}}_{4}$ | $(0,-1,0,0)$ | 1 | saddle | repelling-saddle |
| $\hat{\mathbf{w}}_{5}$ | $(0,0,1,0)$ | -1 | unstable node | attracting-isolated |
| $\hat{\mathbf{w}}_{6}$ | $(0,0,-1,0)$ | -1 | unstable node | attracting-isolated |

$\hat{\mathbf{w}}_{3}$ and $\hat{\mathbf{w}}_{4}$. The signs of $R^{\star}$ at the fixed points reveal that all nodes are isolated, hence generic trajectories do not reach the discontinuity. In forward time, the trajectories diverge
radially along the repelling directions $\hat{\mathbf{w}}_{1}$ or $\hat{\mathbf{w}}_{2}$, and in backward time, they diverge along the attracting directions $\hat{\mathbf{w}}_{5}$ or $\hat{\mathbf{w}}_{6}$ as illustrated by numerical simulation in Figure 5(a). There are only special trajectories which are connected to the discontinuity either forward or backward in time.

The analysis of the limit directions outlined above makes it possible to categorize the trajectories in the vicinity of a point $\overline{\mathbf{x}}$ of the discontinuity set $\Sigma$. We can find

- generic trajectories which are not connected to $\Sigma$,
- two isolated trajectories ending at $\Sigma$ along $\hat{\mathbf{w}}_{5}$ and $\hat{\mathbf{w}}_{6}$,
- two isolated trajectories starting from $\Sigma$ along $\hat{\mathbf{w}}_{1}$ and $\hat{\mathbf{w}}_{2}$,
- trajectories in the unstable manifolds of $\hat{\mathbf{w}}_{3}$ and $\hat{\mathbf{w}}_{4}$ starting from $\Sigma$ along $\hat{\mathbf{w}}_{3}$ and $\hat{\mathbf{w}}_{4}$. (These trajectories correspond to heteroclinic orbits of the fast dynamics in the plane $x_{3}=0$.)

Example 4.2 (dominant limit directions). Consider a variant of the previous example where $\mathbf{V}^{\star}\left(\mathbf{w}, \mathbf{x}_{t}\right)$ is kept the same and $R^{\star}\left(\mathbf{w}, \mathbf{x}_{t}\right)$ is multiplied by -1 . For that, consider the system

$$
\begin{equation*}
\mathbf{F}(\mathbf{x})=\mathbf{F}^{1}(\mathbf{x})-2 \mathbf{w}^{\top} \mathbf{F}^{1}(\mathbf{x}) \mathbf{w}, \tag{4.7}
\end{equation*}
$$

where $\mathbf{w}=1 / \sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} \cdot\left(x_{1}, x_{2}, x_{3}, 0\right)$ and $\mathbf{F}^{1}(\mathbf{x})$ equals to the vector field (4.1) of the previous example. Then, we get

$$
\begin{align*}
& R^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)=-2 w_{1}^{2}-w_{2}^{2}+w_{3}^{2},  \tag{4.8}\\
& \mathbf{V}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)=\left(2 w_{1}, w_{2},-w_{3}, 0\right)-\left(2 w_{1}^{2}+w_{2}^{2}-w_{3}^{2}\right)\left(w_{1}, w_{2}, w_{3}, 0\right),  \tag{4.9}\\
& \mathbf{F}_{t}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)=(0,0,0,1) .
\end{align*}
$$

Calculations similar to the previous example yield the results summarized in Table 2. The main difference between Examples 1 and 2 is that now all nodes are dominant. That is, the typical trajectories in the vicinity of the discontinuity set are connected to $\Sigma$ (Figure 5(b)). We can identify the following types of trajectories:

- generic trajectories starting from $\Sigma$ along $\hat{\mathbf{w}}_{5}$ or $\hat{\mathbf{w}}_{6}$ and ending at $\Sigma$ along $\hat{\mathbf{w}}_{1}$ or $\hat{\mathbf{w}}_{2}$,
- trajectories in the unstable manifolds of $\hat{\mathbf{w}}_{3}$ and $\hat{\mathbf{w}}_{4}$ starting from $\Sigma$ along $\hat{\mathbf{w}}_{3}$ and $\hat{\mathbf{w}}_{4}$,
- two isolated trajectories starting from $\Sigma$ along $\hat{\mathbf{w}}_{5}$ or $\hat{\mathbf{w}}_{6}$ and leaving the vicinity of $\Sigma$,
- four isolated incoming trajectories ending at $\Sigma$ along $\hat{\mathbf{w}}_{1}, \hat{\mathbf{w}}_{2}, \hat{\mathbf{w}}_{3}$, and $\hat{\mathbf{w}}_{4}$.

Example 4.3 (nontrivial limit directions). In order to reduce the complexity of calculations, Examples 4.1 to 4.2 contain such symmetries that the limit directions are organized into pairs opposite to each other and having the same properties. This symmetry can be broken by adding a constant term to (4.1). Consider the system

$$
\mathbf{F}(\mathbf{x})=\left(\begin{array}{c}
2 x_{1} / \sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}+1 / 2  \tag{4.11}\\
x_{2} / \sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} \\
-x_{3} / / \sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} \\
1
\end{array}\right) .
$$

By following the calculation steps of Example 4.1, one obtains the results summarized in Table 3. The number and type of limit directions in Examples 4.1 and 4.3 are the same.


Figure 5. Numerically determined trajectories of (a) Example 4.1, (b) Example 4.2, (c) Example 4.4, and (d) Example 4.5. Initial conditions at $t=0$ are (a), (b) $x=y=z=10^{-3}$, (c) $x=y=4 \cdot 10^{-3}, z=10^{-3}$, and (d) $x=y=10^{-3}, z=1.013 \cdot 10^{-3}$. Each trajectory was followed forward and backward in time.

Table 2
Limit directions of (4.7) in Example 4.2.

|  | Location | $R^{\star}(\hat{\mathbf{w}}, \overline{\mathbf{x}})$ | Fixed point | Limit direction |
| :---: | :---: | :---: | :---: | :---: |
| $\hat{\mathbf{w}}_{1}$ | $(1,0,0,0)$ | -2 | stable node | attracting-dominant |
| $\hat{\mathbf{w}}_{2}$ | $(-1,0,0,0)$ | -2 | stable node | attracting-dominant |
| $\hat{\mathbf{w}}_{3}$ | $(0,1,0,0)$ | -1 | saddle | attracting-saddle |
| $\hat{\mathbf{w}}_{4}$ | $(0,-1,0,0)$ | -1 | saddle | attracting-saddle |
| $\hat{\mathbf{w}}_{5}$ | $(0,0,1,0)$ | 1 | unstable node | repelling-dominant |
| $\hat{\mathbf{w}}_{6}$ | $(0,0,-1,0)$ | 1 | unstable node | repelling-dominant |

Table 3
Limit directions of (4.11) in Example 4.3.

|  | Location | $R^{\star}(\hat{\mathbf{w}}, \overline{\mathbf{x}})$ | Fixed point | Limit direction |
| :---: | :---: | :---: | :---: | :---: |
| $\hat{\mathbf{w}}_{1}$ | $(1,0,0,0)$ | $5 / 2$ | stable node | repelling-isolated |
| $\hat{\mathbf{w}}_{2}$ | $(-1,0,0,0)$ | $3 / 2$ | stable node | repelling-isolated |
| $\hat{\mathbf{w}}_{3}$ | $\left(-\frac{1}{2}, \frac{\sqrt{3}}{2}, 0,0\right)$ | 1 | saddle | repelling-saddle |
| $\hat{\mathbf{w}}_{4}$ | $\left(-\frac{1}{2},-\frac{\sqrt{3}}{2}, 0,0\right)$ | 1 | saddle | repelling-saddle |
| $\hat{\mathbf{w}}_{5}$ | $\left(-\frac{1}{6}, 0, \frac{\sqrt{35}}{6}, 0\right)$ | -1 | unstable node | attracting-isolated |
| $\hat{\mathbf{w}}_{6}$ | $\left(-\frac{1}{6}, 0,-\frac{\sqrt{35}}{6}, 0\right)$ | -1 | unstable node | attracting-isolated |

Thus, the local dynamics is topologically equivalent (see Figure 4(b)). However, the geometry of the phase space has changed: the symmetries mentioned above are broken, and the limit directions are not constrained to trivial pairs any more.

### 4.2. Fast dynamics converging to a limit cycle.

Example 4.4. Consider the system

$$
\mathbf{F}(\mathbf{x})=\left(\begin{array}{c}
-x_{2} / \sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}  \tag{4.12}\\
x_{1} / \sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} \\
-x_{3} / \sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} \\
1
\end{array}\right)+\left(\frac{3 x_{1}^{2}+4 x_{3}^{2}}{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}-2\right) \cdot \mathbf{w}
$$

where $\mathbf{w}=1 / \sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} \cdot\left(x_{1}, x_{2}, x_{3}, 0\right)$. The polar transformation now reveals

$$
\begin{align*}
R^{\star}(\mathbf{w}, \overline{\mathbf{x}}) & =3 w_{1}^{2}+3 w_{3}^{2}-2  \tag{4.13}\\
\mathbf{V}^{\star}(\mathbf{w}, \overline{\mathbf{x}}) & =\left(-w_{2}+w_{1} w_{3}^{2}, w_{1}+w_{2} w_{3}^{2},-w_{3}+w_{3}^{3}, 0\right) \\
\mathbf{F}_{t}^{\star}(\mathbf{w}, \overline{\mathbf{x}}) & =(0,0,0,1)
\end{align*}
$$

Inspection of the third component of $\mathbf{V}$ reveals that the sets $w_{3}=0$ and $w_{3}= \pm 1$ are invariant. The first one corresponds to a circle $\mathbf{w}_{c}$, and the second one corresponds to two fixed points $\hat{\mathbf{w}}_{1}=(0,0,1,0)$ and $\hat{\mathbf{w}}_{2}=(0,0,-1,0)$. Considering the fast dynamics of $\mathbf{w}$, the generic trajectories start from $\hat{\mathbf{w}}_{1}$ or $\hat{\mathbf{w}}_{2}$ and converge to the limit cycle $\mathbf{w}_{c}$ (Figure 4(c)). The dynamics of $w_{1}, w_{2}$ over $\mathbf{w}_{c}$ is given by

$$
\begin{array}{r}
w_{1}^{\prime}=-w_{2} \\
w_{2}^{\prime}=w_{1} \tag{4.17}
\end{array}
$$

which generates periodic motion.
Consider now the radial dynamics (Figure 4(c)). From (4.13), we get $R^{\star}=1$ for both fixed points $\hat{\mathbf{w}}_{1}$ and $\hat{\mathbf{w}}_{2}$; thus, the two related limit directions are repelling-dominant type. The radial dynamics at $\mathbf{w}_{c}$ is determined by the time average (3.14). By introducing the polar angle $\phi$ with $w_{1}=\cos \phi, w_{2}=\sin \phi$, the periodic motion corresponds to $\phi=\phi_{0}+\tau$ and (3.14) is equivalent to

$$
\begin{equation*}
\overline{R^{\star}}=\int_{0}^{2 \pi} 3 w_{1}^{2}-2 \mathrm{~d} \phi=\int_{0}^{2 \pi} 3 \cos ^{2} \phi-2 \mathrm{~d} \phi=-\pi \tag{4.18}
\end{equation*}
$$

That is, the limit cone is attracting-dominant. Consequently, the possible types of nearby trajectories are

- generic trajectories starting from $\Sigma$ along the limit directions $\hat{\mathbf{w}}_{1}$ or $\hat{\mathbf{w}}_{2}$ and ending in $\Sigma$ along the limit cone $\mathbf{w}_{c}$ (see Figure 5(b));
- two isolated trajectories starting from $\Sigma$ along $\hat{\mathbf{w}}_{1}$ or $\hat{\mathbf{w}}_{2}$ and leaving the vicinity of $\Sigma$;
- a continuous family of incoming trajectories ending at $\Sigma$ along $\mathbf{w}_{c}$.

It is straightforward to show that the plane $x_{3}=0$ is an invariant plane of the full system (4.12) with the dynamics

$$
\begin{array}{r}
\dot{x}_{1}=-w_{2}+w_{1}\left(3 w_{1}^{2}-2\right) \\
\dot{x}_{2}=w_{1}+w_{2}\left(3 w_{1}^{2}-2\right) \tag{4.20}
\end{array}
$$

where $w_{1}=w_{1} / \sqrt{x_{1}^{2}+x_{2}^{2}}$ and $w_{2}=w_{2} / \sqrt{x_{1}^{2}+x_{2}^{2}}$. We know from (3.19) that the trajectories in the vicinity of a limit cone converge in finite time. This is confirmed by the numerical simulation of (4.19)-(4.20), which can be seen in Figure 6.


Figure 6. Oscillatory behavior related to a limit cone in Example 4.4. Left panel: in the invariant plane $x_{3}=0$, the system exhibits oscillations with a decay faster than exponential. Right panel: the trajectories converge to the origin in finite time.

### 4.3. Fast dynamics converging to a polycycle.

Example 4.5. Consider the system

$$
\mathbf{F}(\mathbf{x})=\left(\begin{array}{c}
\frac{x_{1}\left(x_{1}-x_{2}-x_{3}\right)-x_{1} x_{2}}{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}  \tag{4.21}\\
\frac{x_{2}\left(x_{1}-x_{2}-x_{3}\right)-x_{2} x_{3}}{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} \\
\frac{x_{3}\left(x_{1}-x_{2}-x_{3}\right)-x_{3} x_{1}}{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} \\
1
\end{array}\right) .
$$

The polar transformation results in

$$
\begin{align*}
R^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) & =w_{1}-w_{2}-w_{3}-w_{1}^{2} w_{2}-w_{2}^{2} w_{3}-w_{3}^{2} w_{1}  \tag{4.22}\\
\mathbf{V}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) & =\left(\begin{array}{c}
-w_{1} w_{2}+w_{1}^{3} w_{2}+w_{1} w_{2}^{2} w_{3}+w_{1}^{2} w_{3}^{2} \\
-w_{2} w_{3}+w_{2}^{3} w_{3}+w_{2} w_{3}^{2} w_{1}+w_{2}^{2} w_{1}^{2} \\
-w_{3} w_{1}+w_{3}^{3} w_{1}+w_{3} w_{1}^{2} w_{2}+w_{3}^{2} w_{2}^{2} \\
1
\end{array}\right)  \tag{4.23}\\
\mathbf{F}_{t}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) & =(0,0,0,1) \tag{4.24}
\end{align*}
$$

We will focus on the circumferential dynamics in the positive octant of the state space, that is, $0 \leq w_{1}, w_{2}, w_{3} \leq 1$ (Figure $4(\mathrm{~d})$ ). Here, the existence of four fixed points can be verified by substitution into $(4.23): \hat{\mathbf{w}}_{1}=(1,0,0,0), \hat{\mathbf{w}}_{2}=(0,1,0,0), \hat{\mathbf{w}}_{3}=(0,0,1,0), \hat{\mathbf{w}}_{4}=1 / \sqrt{3}$. $(1,1,1,0)$.

If $w_{3}=0$, then the dynamics becomes

$$
\begin{equation*}
\mathbf{V}\left(r, \mathbf{w}, \mathbf{x}_{t}\right)=\left(-w_{1} w_{2}, w_{2}^{2} w_{1}^{2}, 0,1\right) \tag{4.25}
\end{equation*}
$$

that is, in the selected octant, $w_{1}^{\prime}<0<w_{2}^{\prime}$ and $w_{3}^{\prime}=0$. Hence there is a heteroclinic orbit from $\hat{\mathbf{w}}_{1}$ to $\hat{\mathbf{w}}_{2}$. Similar heteroclinic orbits exist from $\hat{\mathbf{w}}_{2}$ to $\hat{\mathbf{w}}_{3}$ and from $\hat{\mathbf{w}}_{3}$ to $\hat{\mathbf{w}}_{1}$.

In order to uncover the full phase portrait of the circumferential dynamics, we consider a Lyapunov-like function $L(\mathbf{w})=\ln w_{1}+\ln w_{2}+\ln w_{3}$. It is straightforward to prove by using (2.6) and the inequality of arithmetic and geometric means that $L(\mathbf{w})$ attains its maximum value over the positive octant of the unit sphere at $\hat{\mathbf{w}}_{4}$. Furthermore, it does not have any local extrema, and it diverges to minus infinity as one approaches any of the previously found heteroclinic orbits due to $\lim _{x \searrow 0} \ln x=-\infty$. The directional time derivative of $L$ along $\mathbf{w}(t)$ is given by

$$
\begin{align*}
\frac{d}{d \tau} L(\mathbf{w}(t))= & \sum_{i=1}^{3} \partial L / \partial w_{i} w_{i}^{\prime}=\sum_{i=1}^{3} w_{i}^{-1} V_{i}  \tag{4.26}\\
= & -w_{1}-w_{2}-w_{3}+w_{1}^{2}\left(w_{2}+w_{3}\right)+w_{2}^{2}\left(w_{3}+w_{1}\right) \\
& +w_{3}^{2}\left(w_{1}+w_{2}\right)+w_{1}^{2} w_{2}+w_{2}^{2} w_{3}+w_{3}^{2} w_{1}
\end{align*}
$$

The rearrangement inequality [15] and (2.6) imply

$$
\begin{align*}
\frac{d}{d \tau} L(\mathbf{w}(t)) \leq & \left.-w_{1}-w_{2}-w_{3}+w_{1}^{2}\left(w_{2}+w_{3}\right)\right)+w_{2}^{2}\left(w_{3}+w_{1}\right)  \tag{4.27}\\
& +w_{3}^{2}\left(w_{1}+w_{2}\right)+w_{1}^{3}+w_{2}^{3}+w_{3}^{3} \\
= & -w_{1}-w_{2}-w_{3}+\left(w_{1}^{2}+w_{2}^{2}+w_{3}^{2}\right)\left(w_{1}+w_{2}+w_{3}\right)=0
\end{align*}
$$

Hence, $L$ is monotonically decreasing along trajectories, which means that general trajectories converge to $\hat{\mathbf{w}}_{4}$ backward in time and to the $\hat{\mathbf{w}}_{1} \rightarrow \hat{\mathbf{w}}_{2} \rightarrow \hat{\mathbf{w}}_{3} \rightarrow \hat{\mathbf{w}}_{1}$ polycycle forward in time. Convergence to a polycycle means that trajectories visit close neighborhoods of $\hat{\mathbf{w}}_{1}, \hat{\mathbf{w}}_{2}, \hat{\mathbf{w}}_{3}$ in alternating order and spend longer and longer time before transition to the next point. The rapidly increasing amount of time spent in close neighborhoods of the invariant points is responsible for the divergent behavior of the time average (3.22) as pointed out in section 3.2.3.

It can be shown from (4.22) that $R^{\star}(\hat{\mathbf{w}}, \overline{\mathbf{x}})$ takes the values $1,-1,-1,-2 / \sqrt{3}$ at the fixed points $\hat{\mathbf{w}}_{1}, \hat{\mathbf{w}}_{3}, \hat{\mathbf{w}}_{3}, \hat{\mathbf{w}}_{4}$, respectively (Figure $4(\mathrm{~d})$ ). That is, trajectories converging to the polycycle visit both repelling $\left(\hat{\mathbf{w}}_{1}\right)$ and attracting $\left(\hat{\mathbf{w}}_{2}, \hat{\mathbf{w}}_{3}\right)$ fixed points. More detailed analysis following [12] also reveals that the time average (3.22) oscillates in an interval ( $a, b$ ) with $-1<a<0<b<1$. Accordingly, $r$ gets infinitely close to zero from time to time, but it diverges again and again as illustrated by our numerical simulation in Figure 5(d).
4.4. Application to motion under dry friction. The equations of motion of rigid bodies under dry friction provide natural examples of dynamical systems with discontinuity sets. Below we present three simple examples, all demonstrated on a slipping block: Example 4.6 shows the classical textbook example of Filippov systems, Example 4.7 contains a codimension2 discontinuity, and Example 4.8 demonstrates codimension-3 discontinuity.

Example 4.6 (slip motion in one dimension). Consider the motion of a block slipping on a horizontal line in one dimension (see Figure 7(a)). The velocity of the block is denoted by $u$, and we push the block by a constant force $P \geq 0$. By assuming that the block is slipping on the plane in the presence of Coulomb friction, the dynamics is described by a single differential equation

$$
\begin{equation*}
m \dot{u}=P-\mu m g \frac{u}{|u|} \tag{4.28}
\end{equation*}
$$

where $m$ is the mass of the block, $g$ denotes the gravitational acceleration, and $\mu$ is the friction coefficient between the block and the plane. The single point $u=0$ is a trivial codimension1 discontinuity set. The decomposition of variables yields $\mathbf{x}_{o}=(u), r=|u|$, $\mathbf{w}=\left(w_{1}\right)$, $w_{1}=u /|u|$. As the codimension of the discontinuity set is 1 , the circumferential dynamics is trivial, $\mathbf{V}^{\star}=0$, and the limit of the radial dynamics becomes $R^{\star}(\mathbf{w})=P w_{1} / m-\mu g$. The two trivial limit directions are $\hat{\mathbf{w}}_{1}=(-1)$ and $\hat{\mathbf{w}}_{2}=(1)$, related to the slipping of the block to left and the right, respectively. The direction $\hat{\mathbf{w}}_{1}$ is always attracting; $\hat{\mathbf{w}}_{2}$ is attracting for $P<\mu m g$ and repelling for $P<\mu m g$.


Figure 7. Three examples of discontinuous dynamics induced by dry friction: a block slipping in one dimension (panel (a)) and in two dimensions (panel (b)) under the effect of Coulomb friction, and a block slipping in two dimensions under the effect of Coulomb friction combined with spinning friction (panel (c)).

The results of the analysis are consistent with the well-known behavior of this trivial mechanical system:

- For a small pushing force $(P<\mu m g)$, the sticking of the block $(u=0)$ is realizable, because small perturbations of the slipping velocity $u$ are eliminated by the system in finite time, and the block starts sticking, again.
- For a higher pushing force ( $P>\mu \mathrm{mg}$ ), sticking is not realizable: The limit direction $\hat{\mathbf{w}}_{2}$ becomes repelling, which makes the block slip to the right immediately. But if the perturbation causes slipping to the left $(u<0)$, a sticking phase occurs for a moment before permanent slipping to the right.

Example 4.7 (slip motion in two dimensions). Consider a block similar to the previous example, which moves freely on a plane in two dimensions (with the forces being threedimensional). Let $u_{1}$ and $u_{2}$ denote the components of the slipping velocity and let the pushing force $P>0$ be parallel to $u_{1}$ (see Figure 7(b)). Then, by assuming Coulomb friction, the dynamics in the state space $\left(u_{1}, u_{2}\right)$ is given by the system

$$
\begin{equation*}
m \dot{u}_{1}=P-\mu m g \frac{u_{1}}{\sqrt{u_{1}^{2}+u_{2}^{2}}}, \quad \quad m \dot{u}_{2}=-\mu m g \frac{u_{2}}{\sqrt{u_{1}^{2}+u_{2}^{2}}} \tag{4.29}
\end{equation*}
$$

The state space has a codimension- 2 discontinuity set $u_{1}=u_{2}=0$. Decomposition of the variables yields $\mathbf{x}_{o}=\left(u_{1}, u_{2}\right), r=\sqrt{u_{1}^{2}+u_{2}^{2}}$, and $\mathbf{w}=\left(w_{1}, w_{2}\right)$ where $w_{1}=u_{1} / \sqrt{u_{1}^{2}+u_{2}^{2}}$ and $w_{2}=u_{2} / \sqrt{u_{1}^{2}+u_{2}^{2}}$. The limit values at the discontinuity are $R^{\star}(\mathbf{w})=P w_{1} / m-\mu g$, and $\mathbf{V}^{\star}(\mathbf{w})=P / m \cdot\left(w_{2}^{2},-w_{1} w_{2}\right)$. By solving $\mathbf{V}^{\star}(\mathbf{w})=\mathbf{0}$, one obtains the limit directions $\hat{\mathbf{w}}_{1}=(-1,0), \hat{\mathbf{w}}_{2}=(1,0)$, which are physically the same as in the previous example. By direct calculation, it can be shown that $\hat{\mathbf{w}}_{1}$ is attracting-isolated, whereas $\hat{\mathbf{w}}_{2}$ is attracting-dominant for $P<\mu m g$ and repelling-isolated for $P>\mu m g$.

The mechanical consequences are the following:

- The condition $P<\mu m g$ of the realizable slipping motion is the same as that in the planar model. The effect of a small perturbation in the slipping velocities disappears in finite time. Moreover, the slipping velocity vanishes typically along the dominant limit direction $\hat{\mathbf{w}}_{2}$, that is, the velocity is opposite to the pushing force just before sticking initiates.
- In the case $P>\mu m g$, there is a repelling and an attracting limit direction, both of which are isolated. That is, the generic behavior of the adjacent trajectories is avoiding the discontinuity at $u_{1}=u_{2}=0$. Accordingly, small perturbations typically initiate slip motion in the direction of the pushing force without creating an instantaneous sticking state.

Example 4.8 (slip motion under drilling torque). If the friction force is modeled as a distributed force field over a finite contact area, the resultant force and torque need to be considered at the same time (see Figure 7(c)). Based on the results of [23] and [21], the combined effect of the slipping velocities $u_{1}$ and $u_{2}$ and the spinning angular velocity $\omega$ can be described by a simple phenomenological model leading to the equations

$$
\begin{equation*}
m \dot{u}_{1}=P-\frac{\mu m g u_{1}}{\sqrt{u_{1}^{2}+u_{2}^{2}+\rho^{2} \omega^{2}}}, \tag{4.30}
\end{equation*}
$$

$$
\begin{align*}
m \dot{u}_{2} & =-\frac{\mu m g u_{2}}{\sqrt{u_{1}^{2}+u_{2}^{2}+\rho^{2} \omega^{2}}}  \tag{4.31}\\
J \dot{\omega} & =-\frac{c \mu J g \omega}{\sqrt{u_{1}^{2}+u_{2}^{2}+\rho^{2} \omega^{2}}} \tag{4.32}
\end{align*}
$$

In (4.30)-(4.32), $\rho$ is a parameter with dimension length, which is related to the size of the contact area between the block and the plane. $J$ is the moment of inertia of the block, and $c$ is a dimensionless parameter assumed to be in the range $0<c<1$. Based on the phase space $\mathbf{x}_{o}=\left(u_{1}, u_{2}, \rho \omega\right)$, the calculations presented above lead to the following results:

- For $(1-c) \mu m g<P<\mu m g$, there is an attracting-isolated limit direction $\hat{\mathbf{w}}_{1}=$ $(-1,0,0)$ and an attracting-dominant limit direction $\hat{\mathbf{w}}_{2}=(1,0,0)$. For $\mu m g<P$, $\hat{\mathbf{w}}_{2}$ becomes repelling-isolated. In these two cases, the block behaves similarly to the previous model.
- For $P<(1-c) \mu m g, \hat{\mathbf{w}}_{2}=(1,0,0)$ becomes attracting-saddle type, and two further limit directions $\hat{\mathbf{w}}_{3,4}=(\cos \delta, 0, \pm \sin \delta)$ appear with

$$
\begin{equation*}
\delta=\arccos (P /(\mu m g(1-c))) \tag{4.33}
\end{equation*}
$$

which are both attracting-dominant. In this new scenario, the sticking state is typically reached along these new directions where the $u_{1}$ component of the slipping velocity and the spinning angular velocity $\omega$ are related by $u_{1} \sin \delta \pm \rho \omega \cos \delta=0$.
Note that in the case $c>1$ the analysis can be done analogously. The value of the parameter $c$ depends on the geometry and the pressure distribution of the contact area, which are not discussed here.
5. Sliding and crossing. In the previous section, we determined and analyzed the possible trajectories which tend to the discontinuity set $\Sigma$ in positive or negative direction of time. Now, our goal is to explore the possibilities to concatenate these trajectories and to extend the dynamics to $\Sigma$. This goal resulted in the concept of sliding and crossing in piecewise smooth dynamical systems.

It was mentioned in subsection 2.2 that in addition to the vector field outside $\Sigma$, we need further information at discontinuity to determine this concatenation and the sliding and crossing regions. In the case of piecewise smooth systems, the jump at the discontinuity can be expressed by using switching variables (containing the nonsmooth terms). The choice of this expression modifies significantly the sliding and crossing behavior, which can be analyzed in detail by exploring the hidden dynamics inside the discontinuity set blown up to a boundary layer; see, for example, [17]. The simplest choice to connect the vector field through the discontinuity set is Filippov's convex method.

The main focus of the present paper has been on the structure of the vector field and trajectories in the vicinity of the discontinuity set. Nevertheless, in this section, we make initial steps toward defining sliding and crossing at the discontinuity set. The analysis is restricted to the convex method. In this case, the sliding dynamics can be obtained by linear expressions, which is shown for the codimension-1 case in [7, p. 76], and for the codimension-2 case in [2]. Now, we extend these concepts to the general codimension- $n$ case. The analysis of nonlinear sliding $[35,6,29,17]$ is left for future work.
5.1. Crossing and sliding regions. We have seen that the circumferential dynamics $\mathbf{V}^{\star}(\mathbf{w}$, $\overline{\mathbf{x}}_{t}$ ) may have several types of invariant sets (see subsection 3.1). We now restrict the analysis to systems where the invariant sets are fixed points (related to attracting and repelling limit directions) and limit cycles (related to attracting and repelling limit cones). The points $\overline{\mathbf{x}}_{t} \in \Sigma$ can be categorized according to the attracting or repelling property of these objects.

Definition 5.1 (crossing and sliding). Consider a point $\mathbf{x}=\overline{\mathbf{x}}_{t} \in \Sigma$ and assume that all the invariant sets of $\mathbf{V}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)$ are fixed points and limit cycles.

- We call $\overline{\mathbf{x}}_{t}$ a crossing point of $\Sigma$ if there is at least one attracting limit direction or limit cone and there is at least one repelling limit direction or limit cone.
- We call $\overline{\mathbf{x}}_{t}$ an attracting sliding point of $\Sigma$ if all the limit directions and limit cones are attracting.
- We call $\overline{\mathbf{x}}_{t}$ a repelling sliding point of $\Sigma$ if all the limit directions and limit cones are repelling.

Note that alternatively, repelling sliding could be called "escaping," and then attracting sliding could be referred to simply as "sliding." Both naming conventions are used in relation to classical Filippov systems.

According to Definition 5.1, the discontinuity set $\Sigma$ is partitioned to the crossing region $\Sigma_{c}$, the attracting sliding region $\Sigma_{a}$, and the repelling sliding region $\Sigma_{r}$. The special cases at the boundaries between these regions are not analyzed here.

At a crossing point, there exist at least one trajectory of $\mathbf{F}$ ending at $\overline{\mathbf{x}}_{t}$ and at least one trajectory starting from $\overline{\mathbf{x}}_{t}$, which trajectories can be connected through the discontinuity. However, unlike in classical Filippov systems, there are typically several starting and ending trajectories at $\overline{\mathbf{x}}_{t}$ and the actual connection of them is ambiguous. This problem could possibly be resolved by regularization as done at the singularities of Filippov systems [20], but it is beyond the scope of the paper. Now, we can say that this definition of crossing gives the possibility to concatenate the trajectories at the current point of the discontinuity set.

At a sliding point, connecting trajectories through the discontinuity is clearly not possible because either all the trajectories end at $\overline{\mathbf{x}}_{t}$ (attracting sliding) or they all start from $\overline{\mathbf{x}}_{t}$ (repelling sliding). That is, the trajectories are "stuck" into the discontinuity set in forward or backward direction of time. In order to achieve a complete description of the behavior of the system, we define the sliding dynamics inside $\Sigma$ in the following.
5.2. Sliding dynamics. At the sliding region, the straightforward way to complete the dynamics is to create a sliding vector field $\tilde{\mathbf{F}}: \Sigma_{a} \cup \Sigma_{r} \rightarrow \mathbb{R}^{m}$. At a point $\overline{\mathbf{x}}_{t} \in \Sigma$, the sliding vector $\tilde{\mathbf{F}}\left(\overline{\mathbf{x}}_{t}\right)$ is assumed to be generated by the limit vector field $\mathbf{F}^{*}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)$, which dependence can be either convex or nonconvex. Already in the codimension-1 discontinuity of the classical Filippov system, the nonconvex combination introduces an additional level of complexity and several new phenomena (see [17] for an overview). Now, the analysis is restricted to the sliding vector field from convex combination.

### 5.2.1. Definition of sliding dynamics.

Definition 5.2 (sliding vector from convex combination). Consider a point $\overline{\mathbf{x}}_{t} \in \Sigma$. The vector $\tilde{\mathbf{F}}\left(\overline{\mathbf{x}}_{t}\right)$ is called a (convex) sliding vector if there exists a function $\alpha: \mathbb{S}^{n-1} \rightarrow[0,1]$ satisfying

$$
\begin{aligned}
\int_{\mathbb{S}^{n-1}} \alpha(\mathbf{w}) \mathrm{d} \mathbf{w} & =1, \\
\int_{\mathbb{S}^{n-1}} \alpha(\mathbf{w}) \cdot \mathbf{F}_{o}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) \mathrm{d} \mathbf{w} & =\mathbf{0}, \\
\int_{\mathbb{S}^{n-1}} \alpha(\mathbf{w}) \cdot \mathbf{F}_{t}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) \mathrm{d} \mathbf{w} & =\tilde{\mathbf{F}}\left(\overline{\mathbf{x}}_{t}\right) .
\end{aligned}
$$

That is, the resulting vector $\tilde{\mathbf{F}}\left(\overline{\mathbf{x}}_{t}\right)$ is tangent to $\Sigma$, and the orthogonal component $\mathbf{F}_{o}=$ vanishes. We assume that in the codimension-1 case, the integration in (5.1)-(5.2) reduces to the summation of the two elements in $\mathbb{S}^{0}$. With this construction, two fundamental questions arise:

- Does the sliding vector $\tilde{\mathbf{F}}\left(\overline{\mathbf{x}}_{t}\right)$ exist for any point $\overline{\mathbf{x}}_{t}$ in the sliding region $\Sigma_{a} \cup \Sigma_{r}$ ? In the codimension-1 case of Filippov systems, $\overline{\mathbf{x}}_{t}$ being in the closure of the sliding region is equivalent to the existence of $\tilde{\mathbf{F}}\left(\overline{\mathbf{x}}_{t}\right)$ ( $[7$, p. 76]). In the codimension- 2 case of extended Filippov systems, $\overline{\mathbf{x}}_{t}$ being in the sliding region is a sufficient but not necessary condition of the existence of $\tilde{\mathbf{F}}\left(\overline{\mathbf{x}}_{t}\right)$ [2]. We expect that this is the case also in the higher codimension cases, but we do not prove this.
- Is this construction $\tilde{\mathbf{F}}\left(\overline{\mathbf{x}}_{t}\right)$ unique? In the codimension-1 case, the convex sliding vector is unique; however, nonuniqueness arises at the intersection of discontinuity sets $[8,16,19]$. In the codimension- 2 case, the sliding vector is nonunique except for a restricted class of systems, which satisfy certain linearity conditions [2]. As we point out below, the same thing happens in the higher codimensional case: (5.1)-(5.3) generate a convex hull of the set $\mathbf{F}^{\star}\left(\mathbb{S}^{n-1}, \overline{\mathbf{x}}_{t}\right)$, and the intersection of this set with $\Sigma$ is typically not a single point. We do not attempt to resolve nonuniqueness in general; however, we identify an important class of systems where the sliding vector is unique.
In those systems where the existence and uniqueness of the sliding vector are ensured, we can create the system

$$
\begin{equation*}
\dot{\mathbf{x}}=\tilde{\mathbf{F}}(\mathbf{x}) \tag{5.4}
\end{equation*}
$$

in $\mathbf{x} \in \Sigma_{a} \cup \Sigma_{c}$ which we call the sliding dynamics. The sliding dynamics is a consistent complement of the original nonsmooth system (2.1) in the sliding region.
5.2.2. Systems with unique sliding vector. We now establish a subclass of the systems where the sliding vector field is unique. The case described in the next theorem is practically important because mechanical problems with dry friction often have this form of equation.

Theorem 5.3. Consider a point $\overline{\mathbf{x}}_{t} \in \Sigma$. Assume that the limit vector field (2.19) has the form

$$
\begin{align*}
& \mathbf{F}_{o}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)=\binom{\mathbf{A}_{o}\left(\overline{\mathbf{x}}_{t}\right)}{\mathbf{0}} \cdot \mathbf{b}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)+\binom{\mathbf{c}_{o}\left(\overline{\mathbf{x}}_{t}\right)}{\mathbf{0}}  \tag{5.5}\\
& \mathbf{F}_{t}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)=\binom{\mathbf{0}}{\mathbf{A}_{t}\left(\overline{\mathbf{x}}_{t}\right)} \cdot \mathbf{b}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)+\binom{\mathbf{0}}{\mathbf{c}_{t}\left(\overline{\mathbf{x}}_{t}\right)} \tag{5.6}
\end{align*}
$$

where $\mathbf{b}, \mathbf{c}_{o} \in \mathbb{R}^{n}, \mathbf{c}_{t} \in \mathbb{R}^{m-n}, \mathbf{A}_{o} \in \mathbb{R}^{n \times n}$ is an invertible matrix, and $\mathbf{A}_{t} \in \mathbb{R}^{n \times(m-n)}$. Assume that a sliding vector $\tilde{\mathbf{F}}\left(\overline{\mathbf{x}}_{t}\right)$ satisfying (5.1)-(5.3) exists. Then, the sliding vector is unique and it is determined by

$$
\begin{equation*}
\tilde{\mathbf{F}}\left(\overline{\mathbf{x}}_{t}\right)=\binom{\mathbf{0}}{\mathbf{c}_{t}\left(\overline{\mathbf{x}}_{t}\right)-\mathbf{A}_{t}\left(\overline{\mathbf{x}}_{t}\right) \mathbf{A}_{o}^{-1}\left(\overline{\mathbf{x}}_{t}\right) \mathbf{c}_{o}\left(\overline{\mathbf{x}}_{t}\right)} . \tag{5.7}
\end{equation*}
$$

Proof. The formulation (5.5)-(5.6) ensures that for fixed $\overline{\mathbf{x}}_{t}$, the values of $\mathbf{F}^{\star}$ for any $\mathbf{w}$ belong to an $n$-plane $\mathbf{F} \in \mathbb{R}^{m}$ described in a parametric form. By eliminating $\mathbf{b}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)$, (5.5)-(5.6) can be rearranged to the explicit form

$$
\begin{equation*}
\mathbf{F}_{t}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)=\binom{\mathbf{0}}{\tilde{\mathbf{A}}\left(\overline{\mathbf{x}}_{t}\right)} \mathbf{F}_{o}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)+\binom{\mathbf{0}}{\tilde{\mathbf{c}}\left(\overline{\mathbf{x}}_{t}\right)} \tag{5.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\mathbf{A}}\left(\overline{\mathbf{x}}_{t}\right)=\mathbf{A}_{t}\left(\overline{\mathbf{x}}_{t}\right) \mathbf{A}_{o}^{-1}\left(\overline{\mathbf{x}}_{t}\right), \quad \tilde{\mathbf{c}}\left(\overline{\mathbf{x}}_{t}\right)=\mathbf{c}_{t}\left(\overline{\mathbf{x}}_{t}\right)-\mathbf{A}_{t}\left(\overline{\mathbf{x}}_{t}\right) \mathbf{A}_{o}^{-1}\left(\overline{\mathbf{x}}_{t}\right) \mathbf{c}_{o}\left(\overline{\mathbf{x}}_{t}\right) \tag{5.9}
\end{equation*}
$$

By using (5.8), we can transform (5.3) into

$$
\begin{equation*}
\tilde{\mathbf{F}}\left(\overline{\mathbf{x}}_{t}\right)=\binom{\mathbf{0}}{\tilde{\mathbf{A}}\left(\overline{\mathbf{x}}_{t}\right)} \int_{\mathbb{S}^{n-1}} \alpha(\mathbf{w}) \cdot \mathbf{F}_{o}^{\star}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right) \mathrm{d} \mathbf{w}+\binom{\mathbf{0}}{\tilde{\mathbf{c}}\left(\overline{\mathbf{x}}_{t}\right)} \int_{\mathbb{S}^{n-1}} \alpha(\mathbf{w}) \mathrm{d} \mathbf{w} \tag{5.10}
\end{equation*}
$$

Then, further substitution of (5.1) and (5.2) into (5.10) yields (5.7).
In summary, if we are able to put the vector field into the form (5.5)-(5.6), then not only is the uniqueness of the sliding vector field ensured but we have an explicit formula (5.7). Many mechanical problems with dry friction induce dynamics that satisfies (5.5)-(5.6) with $\mathbf{b}\left(\mathbf{w}, \overline{\mathbf{x}}_{t}\right)=\mathbf{w}$. However, the presented theorem applies to a more general class of systems.

### 5.3. Sliding dynamics in mechanical problems with dry friction.

Example 5.4 (rolling-slipping ball). The examples in section 4 contained a trivial dynamics of the tangential variables $\mathbf{x}_{t}$, and thus, the concept of sliding and crossing were not demonstrated. In the last example, we show a simple mechanical model which exhibits crossing and sliding regions, and where the sliding dynamics describes the mechanical effect of rolling.

Consider a homogeneous ball undergoing a combination of roll and slip motion on a plane in the presence of a viscous medium (see Figure 8(a)). The radius of the ball is $\rho$, its mass is $m$, and its moment of inertia is $2 / 5 \cdot m \rho^{2}$. The friction coefficient at the contact point is $\mu$, and the effective gravitational acceleration is denoted by $g$ (buoyancy is included). The state of the ball is described by the variables $\mathbf{x}=\left(u_{1}, u_{2}, v_{1}, v_{2}\right)$ where $u_{1}, u_{2}$ are the velocity components of the contact point and $v_{1}, v_{2}$ are the velocity components of the center of gravity of the ball. The effect of the medium is modeled simply as a linear drag force at the center of gravity of the ball with components $-K v_{1}$ and $-K v_{2}$ where $K$ is a drag parameter. Then, the Euler-Lagrange equations of the ball lead to the differential equation

$$
\left(\begin{array}{l}
\dot{u}_{1}  \tag{5.11}\\
\dot{u}_{2} \\
\dot{v}_{1} \\
\dot{v}_{2}
\end{array}\right)=\mathbf{F}(\mathbf{x})=\left(\begin{array}{l}
-\frac{7}{2} \mu g \frac{u_{1}}{\sqrt{u_{1}^{2}+u_{2}^{2}}}-\frac{K}{m} v_{1} \\
-\frac{7}{2} \mu g \frac{u_{2}}{\sqrt{u_{1}^{2}+u_{2}^{2}}}-\frac{K}{m} v_{2} \\
-\mu g \frac{u_{1}}{\sqrt{u_{1}^{2}+u_{2}^{2}}}-\frac{K}{m} v_{1} \\
-\mu g \frac{u_{2}}{\sqrt{u_{1}^{2}+u_{2}^{2}}}-\frac{K}{m} v_{2}
\end{array}\right) .
$$



$$
\mathbf{A}_{o}=\left(\begin{array}{cc}
-\frac{7}{2} \mu g & 0 \\
0 & -\frac{7}{2} \mu g
\end{array}\right), \quad \mathbf{A}_{t}=\left(\begin{array}{cc}
-\mu g & 0 \\
0 & -\mu g
\end{array}\right), \quad \mathbf{c}_{o}=\mathbf{c}_{t}=\binom{-\frac{K}{m} v_{1}}{-\frac{K}{m} v_{2}}
$$

By using the formula (5.7), the sliding dynamics becomes

$$
\tilde{\mathbf{F}}=\left(\begin{array}{c}
0  \tag{5.13}\\
0 \\
-\frac{5}{7} \frac{K}{m} v_{1} \\
-\frac{5}{7} \frac{K}{m} v_{2}
\end{array}\right) .
$$

It can be checked that (5.13) recovers correctly the differential equations of the rolling ball, which can be derived by the Newton-Euler equations considering the rolling constraint $u_{1}=$ $u_{2}=0$. This example demonstrates that in mechanical problems, the sliding dynamics corresponds to the local static mechanical state at the contact point (sticking or rolling). The mechanical slipping is described by the dynamics outside the discontinuity set.
6. Conclusion. Classical Filippov systems with codimension-1 discontinuity sets are natural descriptions of various natural phenomena. However, many simple models give rise to discontinuity sets of higher codimensions. For example, the one-dimensional motion of a rigid body under dry friction is modeled by a Filippov system; however, two-dimensional motion and motion under spinning frictional torque induce dynamics with codimension- 2 and 3 discontinuities. The dynamics of systems with codimension-2 discontinuity was recently analyzed by [2], and in the present paper, we presented a similar analysis in the general case of codimension- $n$ discontinuity sets.

In both cases, the dynamics in a small neighborhood of the discontinuity set is captured by decomposition of the vector field to radial, tangential, and circumferential components. The circumferential component is trivial in the case of Filippov systems. For $n=2$, all important properties of the circumferential dynamics are captured by analyzing its fixed points (i.e., limit directions), with special attention for the case of missing limit directions. In contrast, the case of $n>2$ may give rise to richer circumferential dynamics with convergence to various possible types of invariant sets ranging from fixed points to polycycles and strange attractors. We show how some of these give rise to pathological behavior, and thus we propose to exclude such systems from further analysis.

We make initial steps toward completing the discontinuous vector fields by defining sliding and crossing points as well as sliding dynamics along the discontinuity set. Similarly to the codimension-2 case, the uniqueness of the sliding vector field is not satisfied but by a restricted class of systems. Importantly, we find that models of friction-induced dynamics are consistent with these restrictions. Sliding dynamics represents the physical stick or roll motion at the contacts in this case.

Our analysis regarding dynamics at the discontinuity set remains incomplete. Most importantly, crossing points were characterized by the existence of concatenated trajectories crossing the discontinuity, whereas sliding points were characterized by the absence of such trajectories. We formulated the unproven conjecture that the sliding vector field exists for all sliding points. However, it should be noted that the sliding vector exists at some crossing points. In such a case, it is a subtle question, beyond the scope of this work, of which type of behavior is chosen by the system. There are even more types of nonuniqueness associated with crossing points: a crossing point can have multiple or even infinitely many outgoing trajectories, and any of them can be used as the continuation of an incoming trajectory. Resolving this type of nonuniqueness, analyzing bifurcation points from sliding to crossing as well as other types of transition points are among the questions left for future work. We also expect that deeper analysis will uncover further peculiar behavior in analogy with the known singularities of Filippov systems associated with tangencies.
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