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It is a rule of thumb that time delay tends to destabilize any dynamical system. This is not
true, however, in the case of delayed oscillators, which serve as mechanical models for several
surprising physical phenomena. Parametric excitation of oscillatory systems also exhibits sta-
bility properties sometimes defying our physical sense. The combination of the two effects leads
to challenging tasks when nonlinear dynamic behaviors in these systems are to be predicted or
explained as well. This paper gives a brief historical review of the development of stability anal-
ysis in these systems, induced by newer and newer models in several fields of engineering. Local
and global nonlinear behavior is also discussed in the case of the most typical parametrically
excited delayed oscillator, a recent model of cutting applied to the study of high-speed milling
processes.
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1. Introduction

One of the most challenging tasks in engineering is
the stabilization of oscillatory systems with small
damping and large time delay. Although the ear-
liest examples of this category of problems were
published in biomathematics (see the predator–prey
model of [Volterra, 1928]), the classical examples of
such systems appeared not much later: the shimmy-
ing wheels with elastic tyres [Schlippe & Dietrich,
1941; Stépán, 1998], the famous ship stabilization
problem [Minorsky, 1942], then the material form-
ing processes, like machine tool vibrations in the
presence of the so-called regenerative effect [Tobias,
1965; Tlusty et al., 1962; Stépán, 1989]. Similar
problems rose later during position and force con-
trol of robotic structures [Whitney, 1977; Raibert

& Craig, 1981] in the presence of long time delay in
the information transmission system [Stépán et al.,
1990; Stépán, 2001a], in haptic control [Craig, 1986],
or in flow separation point control [Insperger et al.,
2004b]. One of the latest fields where the stability
properties and nonlinear dynamics of delayed oscil-
lators turn out to be essential is the neural network
dynamics (see, for example, [Campbell, 1999]).

The corresponding mathematical theory of time
delayed systems started developing in the early
1950’s only [Myshkis, 1949; Bellman & Cooke, 1963;
Halanay, 1966; Hale & Lunel, 1993; Diekmann et al.,
1995], and consequently, the first algorithms for sta-
bility analyses and the resulting stability charts of
the second-order autonomous systems showed up
somewhat later in the works of Bhatt and Hsu
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[1966], Kolmanovskii and Nosov [1986], Stépán
[1989], Niculescu [2000], Olgac and Sipahi [2002],
Hu and Wang [2002], Insperger and Stépán [2004a],
or Elbeyli and Sun [2004].

The idea and mathematical description of
parametric excitation is older than that of the
time delay. It goes back to the mid 19th cen-
tury, when Mathieu [1868] derived his famous scalar
second-order time-periodic differential equation to
study the vibrations of elliptic membranes. This
equation became later the mathematical model of
the deeply studied pendulum with a periodically
moving pivot.

The Floquet Theory going back also to the 19th
century [Floquet, 1883] was developed for finite
dimensional time-periodic systems (no time delays
at that time, of course). This served as a theoret-
ical basis for stability analysis without providing
an actual algorithm. This is why the first stability
results appeared in the literature only decades later,
like the stabilization of the inverted pendulum by
vibrating its pivot point vertically at a specific fre-
quency [Stephenson, 1908], or the stability chart of
the Mathieu equation [van der Pol & Strutt, 1928;
Ince, 1956]. The explanation of how the children’s
favorite toy, the swing works, was also quite late for
the same reason [Levi & Broer, 1995].

Nowadays, as both autonomous delayed oscil-
lators and parametrically excited oscillators are
fairly well understood, those engineering models
appear and have come into focus, so the two
effects may exist together. Of course, similar com-
bination of models appear with stochastic systems
(see, for example, [Elbeyli et al., 2005]) or with
distributed parameter systems (see, for example,
[Haller, 2004]), too, but the present study concen-
trates on delay and time-periodicity together. Such
problems appeared in remote periodic motion and
haptic control [Insperger & Stepan, 2004d], or in
control of periodic flows, but one of the most trans-
parent engineering problems is high-speed milling
in this respect.

The industrial success of high-speed milling has
directed research efforts of experts in the field of
machine tool vibrations to the understanding of the
peculiar stability properties of the so-called highly
interrupted cutting. Without going into the details
of all the complex modeling issues of high-speed
milling, it is worthwhile to understand the basic
physical phenomena since it represents well the
central problems of time-periodic and time-delayed
systems.

Regenerative effect in material cutting is a kind
of self-excited vibration. The tool supported by an
elastic structure cuts the wavy surface of the rotat-
ing workpiece. This wavy surface is actually formed
by the vibration of the tool itself one period earlier.
Through the variation of the chip thickness, a vary-
ing cutting force acts on the tool, and this variation
of force depends on the past oscillation of the tool.
There is a long time delay in this oscillatory sys-
tem, which is inversely proportional to the cutting
speed.

The above scenario is valid for conventional
turning, where the parameters are constant. In case
of high-speed milling, the thin finger-like tool is
rotating, and the workpiece is steady. The tool has
low number of cutting edges, typically only 2. Dur-
ing operation, the cutting force has a strong time-
periodic character caused by the periodic variation
of the contact between the workpiece and the tool.
In extreme cases, the time spent from cutting to
not cutting is below 0.1, that is, the cutting edges
fly over the surface of the workpiece without con-
tact most of the time, and there are only short time
intervals when one of the edges hits the workpiece
and removes chip. The regenerative effect, however,
still exists during these contact periods (see the
models of Minis and Yanushevsky [1993], Altintas
and Budak [1995], Balachandran [2001], Gouskov
et al. [2002], Corpus and Endres [2004], Faassen
et al. [2004], Peigne et al. [2004]). Actually, the
time period is just equal to the time delay in these
models.

The great efficiency of stable high-speed milling
in material formation represents an excellent possi-
bility of stabilizing a delay-system with parametric
excitation. One of the direct applications of this idea
is the stabilization of the cutting process via spindle
speed variation [Inamura & Sata, 1974; Takemura
et al., 1974; Insperger & Stépán, 2004b]. This means
that parametric excitation can also be introduced
successfully at the time delay parameter.

In the subsequent sections, we summarize
briefly the analytic results known for second-order
systems, from the autonomous nondelayed system
to the periodic delayed one including the delayed
Mathieu equation, which requires the use of the
infinite dimensional version of the Floquet The-
ory for time-delay systems. The sampling effect
is presented as parametric excitation at the time
delay, and the corresponding stability chart of the
second-order system is constructed. This exam-
ple serves also as a basic idea for the so-called
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semi-discretization method, which is also intro-
duced. Investigating local bifurcations in oscilla-
tory systems, the importance of the recognition of
subcritical Hopf bifurcations is explained by simple
examples. Then, as the application part of the the-
ory and methods, the cutting process is analyzed.
First, the stability and nonlinear dynamics of turn-
ing, then those of highly interrupted cutting are
presented. The subcritical sense of the bifurcations
has a central role in explaining the peculiar nonlin-
ear oscillations detected in the experimental results,
too. Although most of the dynamic phenomena are
presented in a descriptive way, some basic calcula-
tions representing the application of the methods in
a simple way are also given in detail.

2. Parametrically Excited Delayed
Oscillators

As an introductory example for second-order and
slightly damped systems subjected to delayed
feedback and parametric excitation, the delayed
Mathieu equation is considered in the scalar form:

ẍ(t) + κẋ(t) + (δ + ε cos t)x(t) = bx(t − 2π). (1)

In this example, the time delay can be normalized
to 2π with an appropriate time scale transforma-
tion, equal to the time periodicity of the stiffness
parameter in the same way as in the case of highly
interrupted cutting models. The scalar parameter κ
is proportional to the (small) positive damping in
the system, while the parameters δ and ε are pro-
portional to the mean value and the amplitude of
the harmonic stiffness variation, and the parameter
b is proportional to the gain of the delayed feedback.

When the stiffness amplitude ε and the gain b
are zero, the classical damped oscillator is consid-
ered in the form

ε = 0, b = 0 ⇒ ẍ(t) + κẋ(t) + δx(t) = 0. (2)

According to the basic theory of linear autonomous
ordinary differential equations (ODEs) (proposed
by Maxwell in 1865, see [Porter, 1967]), the zeros
of the characteristic polynomial determine the sta-
bility properties of (2): if and only if all the charac-
teristic roots have negative real parts, the system is
asymptotically stable. The famous Routh–Hurwitz
criterion (see [Routh, 1877] and [Hurwitz, 1895])
provides an algorithm to check this condition in the
characteristic polynomials like

λ2 + κλ + δ = 0.

Accordingly, Eq. (2) has asymptotically stable triv-
ial solution if and only if

κ > 0 and δ > 0.

The corresponding trivial stability is presented in
Fig. 1 in order to give the first element of a complete
list of charts where the stable regions are always
shaded, while the blank regions refer to instability.

In the undamped and uncontrolled case, we
obtain the classical Mathieu equation (see [Mathieu,
1868]):

κ = 0, b = 0 ⇒ ẍ(t) + (δ + ε cos t)x(t) = 0.
(3)

Although, the so-called Hill’s infinite determinant
method was available in the literature [Hill, 1886;
Rayleigh, 1887], van der Pol and Strutt [1928]
published the corresponding stability chart (often
referred to as Strutt–Ince chart) in analytical
form only much later. The chart is shown in
Fig. 2. The stability chart of the damped oscillator

Fig. 1. Stability chart of the damped oscillator (2).

Fig. 2. Stability chart of the parametrically excited
undamped oscillator, the Mathieu equation (3).
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Fig. 3. Stability chart of the damped Mathieu equation with
κ = 0.2.

subjected to parametric excitation is given in Fig. 3.
This chart is easily calculated with simple computer
codes nowadays by a piecewise constant approxima-
tion of the time-periodic stiffness parameter, but it
can also be constructed in the classical power series
approximation way. Point A represents the stabi-
lized inverted pendulum (see [Stevenson, 1908; Levi
& Broer, 1995]), point B represents the swing in the
unstable region.

In the case of the undamped oscillator sub-
jected to delayed feedback without parametric exci-
tation, we have the so-called delayed oscillator
equation

κ = 0, ε = 0 ⇒ ẍ(t) + δx(t) = bx(t − 2π).
(4)

With the help of the D-subdivision method
[Neimark, 1949] applied for the characteristic
function

D(λ) = λ2 + δ − be−2πλ,

it is easy to prove that the stability boundaries
are straight lines in the parameter plane (δ, b).
To select the stable domains among them, Bhatt
and Hsu [1966] applied the method of Pontryagin
[1942]. Since then, more general stability criteria
have appeared in the literature, like those of Stépán
[1989] or Olgac and Sipahi [2002]. The correspond-
ing chart is presented in Fig. 4. In the presence of
small damping, Fig. 5 shows the chart.

With the early paper of Halanay [1961], the
infinite dimensional version of the Floquet The-
ory started to develop for delayed systems, but
it provided only a theoretical possibility for the
stability analysis of second-order systems like the

Fig. 4. Stability chart of the delayed oscillator (4).

Fig. 5. Stability chart of the delayed and damped oscillator
with κ = 0.2.

most general case of the delayed Mathieu equa-
tion (1). After several attempts to work out an
algorithm for the stability analysis of time-periodic
time-delayed systems, the straight generalization
of the classical Hill’s infinite determinant method
provided an analytic solution to the problem (see
[Insperger & Stépán, 2002a]).

In the undamped case, the delayed oscilla-
tor subjected to harmonic parametric excitation
assumes the form

κ = 0 ⇒ ẍ(t) + (δ + ε cos t)x(t) = bx(t − 2π).
(5)

It was proven, that the stability boundaries remain
straight lines in the parameter plane (δ, b) for any
fixed value of ε, and these lines are passing along
the boundary curves of the Strutt–Ince diagram of
Fig. 2 for varying parametric excitation amplitude
ε > 0. A typical stability chart is presented for
ε = 1 in Fig. 6, where the triangles of the chart
in Fig. 5 become somewhat smaller and separated.
A three-dimensional representation of the chart is
shown in Fig. 7.

With a further generalization of the above
methods and results, the straight-line boundaries
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Fig. 6. Stability chart of the undamped delayed Mathieu
equation (5) for ε = 1.

Fig. 7. Stability chart of the undamped delayed Mathieu
equation (5).

were also found and proven in the most general case
of the delayed Mathieu equation (1) (see [Insperger
& Stépán, 2003]). The nonzero damping merges
the triangle shaped stable domains of the delayed
oscillator, but the parametric excitation cuts these

Fig. 8. Stability chart of the damped delayed Mathieu equa-
tion (1) for ε = 1 and κ = 0.2.

regions by some separating lines at fixed values
ε > 0 of the excitation amplitude. A typical stabil-
ity chart of Eq. (1) is presented in Fig. 8 for ε = 1
and κ = 0.2.

Rarely do the above charts directly transform
to the parameter space of realistic physical prob-
lems, but they serve as unique and reliable reference
examples to test numerical methods, and they also
help to give an overall picture to understand the
peculiar stability behavior of these time-periodic
and also time-delayed second-order systems.

3. Sampled Delayed Oscillator

In case of the delayed Mathieu equation (1), the
parametric excitation appears in the stiffness term
of the system, like in case of the highly interrupted
cutting model of high-speed milling (see Fig. 16).
Parametric excitation can appear, however, in the
time delay term, too, in the same way as explained
in the Introduction for cutting with variable spindle
speed. The standard model of an undamped oscil-
lator with time-periodic feedback assumes the form

ẍ(t) + δx(t) = bx(t − τ(t)), (6)

where τ is a periodic function of the time. Actually,
the sampled and delayed feedback (including a zero-
order-holder) belongs to this class of systems. For
these digital control systems, the time delay func-
tion has the form:

τ(t) = t − ∆t

(
int

(
t

∆t

)
− 1

)
, (7)

where ∆t denotes the sampling time, and the func-
tion is presented in Fig. 9. If ∆t = 4π/3, for exam-
ple, then the mean time delay is just 1.5∆t = 2π as
in Eq. (1).

If this time delay variation is substituted in
Eq. (6), then the argument assumes the form

t − τ(t) = ∆t

(
int

(
t

∆t

)
− 1

)
= (j − 1)∆t,

j = 0, 1, 2, . . .

Fig. 9. Sampling effect as periodic time delay.
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and the usual form of the sampled oscillator is
obtained as

ẍ(t) + δx(t) = bx((j − 1)∆t),
t ∈ [j∆t , (j + 1)∆t). (8)

This system can be analyzed in closed form, since
the right-hand side of the equation is piecewise con-
stant, and the general solution for each sampling
interval has the form

x(t) = C1 cos(
√

δt) + C2 sin(
√

δ t) +
b

δ
x((j − 1)∆t),

where the parameters C1,2 have to be calcu-
lated for each sampling interval from the initial

conditions x(j∆t) and ẋ(j∆t). The lengthy alge-
braic calculation provides the position and velocity
for this sampling interval, which serve as initial val-
ues for the next one. This way, a three-dimensional
linear discrete mapping is constructed that con-
nects the delayed position, the present position and
the present velocity of the system at the sampling
instants:


x(j∆t)

x((j + 1)∆t)
ẋ((j + 1)∆t)


 = A




x((j − 1)∆t)
x(j∆t)
ẋ(j∆t)




with coefficient matrix

A =




0 1 0

b

δ
(1 − cos(

√
δ∆t) cos(

√
δ∆t)

1√
δ

sin(
√

δ∆t)

b√
δ

sin(
√

δ∆t) −√
δ sin(

√
δ∆t) cos(

√
δ∆t)




.

Clearly, the stability of the system is determined
by the convergence of this vector geometric series,
which depends on the eigenvalues of the matrix A:

det(µI − A) = µ3 − 2 cos(
√

δ∆t)µ2

+
(

1 − b

δ
+

b

δ
cos(

√
δ∆t)

)
µ

− b

δ
(1 − cos(

√
δ∆t))

has to be checked whether its zeros are in modulus
less than 1. The transformation µ = (η + 1)/(η − 1)
leads to a polynomial of η where |µ1,2,3| < 1
is equivalent to Re η1,2,3 < 0. Thus, the Routh–

Fig. 10. Stability chart of the sampled delayed oscillator (8)
for ∆t = 4π/3.

Hurwitz criterion can be applied for the polynomial(
1 − b

δ

)
(1 − cos(

√
δ∆t)η3 +

(
1 + 2

b

δ

)

× (1 − cos(
√

δ∆t)η2 + (1 + cos(
√

δ∆t)

− b

δ
+

b

δ
cos(

√
δ∆t))η + (1 + cos(

√
δ∆t).

The resulting necessary conditions of asymptotic
stability are

b < δ, δ �= k2π2

(∆t)2
, k = 1, 2, . . . and

0 < b <
1 + 2 cos(

√
δ∆t)

1 − cos(
√

δ∆t)
δ or

0 > b >
1 + 2 cos(

√
δ∆t)

1 − cos(
√

δ∆t)
δ.

The stability chart in Fig. 10 is presented for the
mean time delay 2π, i.e. for ∆t = 4π/3, so the sta-
ble domains can be compared to those of the delayed
oscillator originated in analogue feedback in Fig. 4.

4. Semi-Discretization Method

The example of the digitally controlled oscillator as
a time-periodic delay system also serves as the basic
idea of a numerical method that can be applied very
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Fig. 11. Approximating constant delay by periodic ones
originated in sampling.

efficiently to the stability analysis of any delayed
system with parametric excitation at any (or all) of
its parameters.

Consider a kind of generalization of the equa-
tion of motion (8) in the form

ẍ(t) + δx(t) = bx((j − p)∆t),
t ∈ [j∆t, (j + 1)∆t) (9)

with any integer p ≥ 1. Figure 11 shows the time
varying time delay in the form of Eq. (9) for p = 4. If
the sampling time is chosen to be ∆t = 2π/(p+1/2)
then the limit p → ∞ approaches the case of the
analogue control delay 2π in (4) as shown in Fig. 11.

Any time delay function can, however, be
approximated by these piecewise sampled systems,
and the corresponding further time-periodic coeffi-
cients of the systems can also be approximated by
piecewise constant step functions based on the same
time step ∆t, too. Since the time derivatives are not
discretized, the method is called semi-discretization
by Insperger and Stépán [2002b]. Improved versions
of the method have been developed by Insperger
and Stépán [2004a] and Elbeyli and Sun [2004].

5. Subcritical Hopf Bifurcations

From engineering viewpoint, one of the most dan-
gerous dynamic phenomena is the presence of an
unstable limit cycle in the phase space. Engineers
usually design machines and systems with linear
methods. If a desired motion or stationary state is
linearly stable, it may still have only a small domain
of attraction, that is, it may still be sensitive for per-
turbations if otherwise undetectable unstable oscil-
lations exist close to the desired states. This may
already show up even in the one-degree-of-freedom
model of the stick-and-slip motion of a block (see
Fig. 12 with the corresponding velocity-dependent
friction force C). In this case, the phase plane of the
position and velocity has the well-known structure
shown in Fig. 13 (see [Leine et al., 2000]).

Fig. 12. Block subjected to stick-and-slip motion.

Fig. 13. Structure of phase plane for stick-and-slip motion.

The stable limit cycle around the unstable one
is already a “strange attractor” in the sense that
due to the non-Lipshitzian property of the friction
law at zero relative velocity between the block and
the belt, the solution is not unique (at least back-
wards in time). In this case, there is no way to have
chaos (or transient chaos), since the dimension of
the phase space is only 2. In more complicated cases,
the phase space dimension is 3 or more, even infinite
for time-delayed and/or distributed parameter sys-
tems, and due to strong global nonlinearities, there
is enough room for the trajectories to behave even
chaotically outside the unstable limit cycle, also to
be injected back “inside” the domain of attraction
of the asymptotically stable fixed point partly bor-
dered by the unstable limit cycle. These phenomena
are present in the machine tool vibration models
below.

6. Nonlinear Modeling of Turning

A simple mechanical model of orthogonal cutting is
presented in Fig. 14. There is one cutting edge only,
and it is continuously in contact with the workpiece
material. The elastic tool is characterized by modal
parameters like the angular natural frequency
ωn =

√
k/m, the damping ratio ζ = b/(2mωn),
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Fig. 14. Mechanical model of turning and cutting force characteristic.

and the angular frequency ωd = ωn

√
1 − ζ2 of the

damped free tool oscillation. The theoretical chip
thickness is h0, the constant chip width is w. The
actual chip thickness is

h(t) = h0 + x(t − τ) − x(t). (10)

The x component of the nonlinear cutting force
F can be calculated in accordance with the exper-
imentally verified three-quarter rule (see [Halley,
2000; Tlusty, 2000]):

Fx = Kwh3/4 = Kw(h0 + x(t − τ) − x(t))3/4 (11)

where K is an experimentally identified constant
parameter. This formula is valid in a certain region
around the theoretical chip thickness, but clearly,
Fx = 0 for negative chip thickness in the case of
possible large x oscillations (see the cutting force
characteristics in Fig. 14). The third-degree Taylor
series approximation of the cutting force variation

∆Fx = Fx − Fx0 (12)

with respect to the chip thickness variation

∆h = h(t) − h0 = x(t − τ) − x(t) (13)

assumes the form

∆Fx ≈ k1(∆h) − 1
8h0

k1(∆h)2 +
5

96h2
0

k1(∆h)3.

(14)

The stationary cutting force Fx0 and the so-called
cutting coefficient k1 assume the form

Fx0 = Kwh
3/4
0 , k1 =

∂Fx

∂h

∣∣∣∣
h0

=
3
4

Kw
4
√

h0
, (15)

respectively. The equation of motion has the simple
form

ẍ(t) + 2ζωnẋ(t) + ω2
nx(t) =

1
m

∆Fx. (16)

If the cutting force variation is substituted here
using (14) and (15), and the dimensionless time
t̃ = ωnt is introduced, then the nonlinear delay-
differential equation

x′′(t̃) + 2ζx′(t̃) + (1 + w̃)x(t̃) − w̃x(t̃ − τ̃)

= − 1
8h0

w̃(x(t̃) − x(t̃ − τ̃))2

+
5

96h2
0

w̃(x(t̃) − x(t̃ − τ̃))3 (17)

is obtained with its linear part on the left-hand side.
The dimensionless chip width w̃ can be calculated
as the ratio of the cutting coefficient and the modal
stiffness of the machine tool:

w̃ =
k1

mω2
n

=
k1

k
=

3
4

K

k 4
√

h0
w, (18)

while the dimensionless time delay τ̃ = ωnτ and
the dimensionless angular velocity Ω̃ = Ω/ωn are
related to the angular velocity Ω of the cylindrical
workpiece in the following way:

τ̃ =
2π
Ω̃

=
2π
Ω

ωn = τωn. (19)

The stability analysis of the stationary turning
means the investigation of the trivial solution of the
delay-differential equation (17) that can be based on
the characteristic function similar to that of Eq. (4):

λ2 + 2ζλ + (1 + w̃) − w̃ exp
(−2πλ

Ω̃

)
= 0. (20)

The locations of the infinitely many characteristic
roots λ depend on three dimensionless parameters
only. The so-called stability chart is presented in
the plane of the parameters Ω̃ and w̃ related to the
chosen technology, while the modal damping ζ of
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Fig. 15. Stability chart of turning.

the machine tool is a fixed parameter chosen to be
0.05 here. The shaded region in the chart of Fig. 15
shows the parameter domain where the character-
istic roots are in the left-half of the complex plane,
that is, where the stationary cutting is stable. This
chart is a kind of transformation of the one in Fig. 5.

We briefly summarize the results of the Hopf
bifurcation analysis at the minimum points of the
stability lobes (also pointed out in Fig. 15 at the
jth lobe) to make them comparable to the spe-
cial nonlinear phenomena of high-speed milling.
The lengthy infinite dimensional center manifold
reduction and the normal form calculation (see
[Stépán & Kalmár-Nagy, 1997; Kalmár-Nagy et al.,
2001; Gilsinn, 2002]) proves the subcritical sense of
the bifurcation, that is, unstable periodic vibration
exists around the stable stationary cutting approx-
imated in the form

x(t) =
8√
5
h0

(
1 +

11
30

ζ

) vuut1 − w̃

2ζ(1 + ζ)

× cos(
√

1 + 2ζ ωnt). (21)

Since there are unstable periodic motions, the
existence of a global attractor is not explained by
the local bifurcation analysis presented in the pre-
vious section. Experiments (see [Stépán, 2001b])
and numerical simulations show that there is no
attractor in the delayed system — the large ampli-
tude stable motion exists only when the tool leaves
the workpiece for certain time periods. As Fig. 14
shows, the vibration amplitudes of the tool may
become so large that the tool is not in contact
with the workpiece between points Q1 and Q2, then

between Q3 and Q4, and so on. In these intervals,
there is zero cutting force, no regenerative effect,
and the system is described by the equation of the
damped oscillator:

x′′(t̃) + 2ζx′(t̃) + (1 + w̃)x(t̃) = 0. (22)

Since the trivial solution in this damped oscil-
lator is exponentially stable (just like Eq. (2)),
the tool quickly enters the material of the work-
piece again, and the destabilizing delay effect is
switched on again. The system will have switches
between these two dynamics: the damped free-flight
of the tool described by (22) and the regenerative
cutting described by (17). This may be periodic,
quasi-periodic, chaotic or transient chaotic motion
[Stépán, 2001b]. The geometric structure of the cor-
responding infinite dimensional phase space is pre-
sented in [Stépán et al., 2004]. This structure shows
complicated attractors outside the unstable limit
cycles — somewhat similar to the case of the simple
stick-and-slip dynamics explained above.

The above-described phase space structure rep-
resents a cutting process where the free-flights of the
tool are regulated by the cutting process itself. This
is called self-interrupted cutting. Milling has a qual-
itatively different global dynamics in this respect.

7. Nonlinear Modeling of Milling

High-speed milling is one of the most preferred and
efficient cutting processes nowadays. High-speed
milling has specific properties like small tool diame-
ter, low number of milling teeth (typically, only z =
2), and high cutting speed. This means that, most
of the time, none of the tool cutting edges is in con-
tact with the workpiece, while cutting occurs dur-
ing those short time-intervals only when one of the
teeth hits the workpiece. In this respect, the model
includes the classical regenerative effect in the same
way as described for turning. There is one major
difference, though — the periods of no-contact
are regulated by the cutting speed parameter, and
not by an unstable cutting process dynamics itself.
Accordingly, high-speed milling is a kind of para-
metrically interrupted cutting as opposed to the
self-interrupted cutting arising in unstable turning
processes. All this means, that the corresponding
mathematical model is a second-order scalar delay-
differential equation with time-periodic coefficients
in it (see [Insperger et al., 2003a, 2003b; Insperger
& Stépán, 2004c]), just like the delayed Mathieu
equation (1). To analyze the dynamics of the milling
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process, it is essential to understand the stability
properties of (1) given in the first part of this paper.
In what follows, we discuss a special case, when the
analysis can be somewhat simplified.

Actually, the time spent cutting to not cut-
ting may be less than 10%, so it can often be con-
sidered as a small parameter. This case is called
highly interrupted cutting. For highly interrupted
cutting, the short contact periods between the tool
and the workpiece are often modeled as kind of
impacts, where the linear impulse coming from the
cutting force contains a past-effect, i.e. the same
regenerative effect as in the case of turning. The
corresponding mathematical model is similar to
that of an impact oscillator that also involves time
delay. In other words, it is a delay-differential equa-
tion with time-periodic coefficients, where the time-
periodicity is far from harmonic, rather close to
periodic Dirac-delta impulses. In this case, the gov-
erning equations of the tool free-flights and the
subsequent impacts can be solved analytically, and
a closed form nonlinear Poincaré mapping can be
constructed for this parametrically excited time-
delayed system.

Figure 16 presents a simple one-degree-of-
freedom model of highly interrupted cutting. Here,
the number of cutting edges is virtually one, and it
is in contact with the workpiece material periodi-
cally with time period τ . The time spent in contact
is ρτ where ρ 	 1 is the ratio of time spent cutting
to time period. Clearly, the time delay τ is the time
period of the tool revolution over the number z of
cutting edges for cases of more edges than one. If
Ω denotes the tool angular velocity then the time
period, and also the delay, is τ = 2π/(zΩ).

The elastic tool is characterized with the same
modal parameters as in case of turning, the chip
geometry and the cutting force characteristic is also

Fig. 16. Mechanical model of highly interrupted cutting.

the same during the contact periods (see Fig. 14).
Consequently, the actual chip thickness is given
either by Eq. (10) for the contact periods, or it is
zero for no contact. The cutting force and its varia-
tion, also its third degree power series, can be given
by the same formulae as in (11)–(15) for turning,
again. The contact time ρτ is considered to be so
short that the position of the tool, and also the chip
thickness, do not change during this time. Davies
et al. [2000, 2002], and Bayly et al. [2001] ana-
lyzed this approximation theoretically and exper-
imentally, too. The equations of motion can be
constructed for the two parts of the tool motion
in the following way.

For the free flight of the tool, we have

ẍ(t) + 2ζωnẋ(t) + ω2
nx(t) = 0,

t ∈ [tj − τ, tj − ρτ), (23)

where tj − ρτ is the initial time instant of the
jth contact period between the tool and the work-
piece (j = 1, 2, . . .). The corresponding initial con-
ditions are

xj−1 = x(tj−1) ≈ x(tj−1 − ρτ), vj−1 = ẋ(tj−1),
(24)

where, again, we consider that the position of the
tool does not change much during the short contact
period.

For the contact period, the usual condition of
the classical impact theory is applied: all the forces
except the contact ones (actually, except the cut-
ting force) are negligible. Using also formula (11) of
the cutting force, we have

mẍ(t) ≈ Fx(x(t), x(t − τ))

≈ Kw(h0 + xj−1 − xj)3/4, t ∈ [tj − ρτ, tj),
(25)

where the initial conditions are as follows

xj = x(tj − ρτ) ≈ x(tj), v−j = ẋ(tj − ρτ). (26)

The Taylor series of this cutting force with respect
to the chip thickness deviation xj−1 − xj of the jth
contact period assumes the same form as (14):

Fx ≈ F0x + k1(xj−1 − xj) − 1
8h0

k1(xj−1 − xj)2

+
5

96h2
0

k1(xj−1 − xj)3. (27)

First, we briefly summarize the linear stability
results and the corresponding nonlinear vibrations
derived with the above “small” ρ condition.
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The closed-form solutions of the linear ordinary
differential equations (23) and (25) lead to a non-
linear discrete mapping of the form

[
xj

vj

]
= A

[
xj−1

vj−1

]
+


 0∑

h+k=2,3;h,k≥0

bhkx
h
j−1v

k
j−1




+
0

ρτ

m
F0x





. (28)

The detailed expressions of the coefficient
matrix A and the nonlinear coefficients bhk are
given in [Szalai, 2002; Szalai & Stépán, 2003]. The
lengthy algebraic analysis of the linear part shows
the possibility of both Neimark–Sacker (or sec-
ondary Hopf) and period doubling (or flip) bifur-
cations (see [Guckenheimer & Holmes, 1986]). The
corresponding stability chart in the plane of zΩ̃
(the product of the number of cutting edges and
dimensionless cutting speed), and ρw̃ (the product
of the ratio of time spent cutting to not cutting
and the dimensionless chip width) is presented in
Fig. 17 for damping ratio ζ = 0.02. The number of
lobes is doubled compared to that of the chart for
turning.

The corresponding bifurcation diagram of
Fig. 18 shows the arising vibration amplitudes for
stable and unstable stationary cutting and period-
2 oscillations at the dimensionless cutting speed
denoted by a thick arrow (zΩ̃ = 2.4) in the stability
chart at a flip lobe.

The bifurcation diagram is constructed from
simulation results, but it fits perfectly to the results
of the algebraic predictions: the flip bifurcation at
w̃cr is subcritical, and unstable period-2 oscillations
exist around the stable stationary cutting. This
local bifurcation is similar to that of turning, and
it is also related to the local asymmetric nonlinear-
ity of the cutting force around the theoretical chip
thickness.

Fig. 17. Stability chart of milling in case of highly inter-
rupted cutting.

Fig. 18. Bifurcation diagram at a flip lobe of highly inter-
rupted cutting.

It can also be shown analytically, that there
exists a large amplitude stable period-2 oscillation
outside the unstable branches. The existence of this
kind of motion is related to the so-called fly-over
effect, when the tool misses the contact with the
workpiece at every second period (see the schematic
picture of a period-2 oscillation with fly-over in
Fig. 16). In the case of a two-flute end mill, this
oscillation means that only one of the cutting edges
hits the workpiece, the other one always misses it.
This nonlinear oscillation is related to the another
nonlinearity of the cutting force characteristic encir-
cled at zero chip thickness in Fig. 14. This period-2
fly-over can be stable, but it can also become unsta-
ble, and can bifurcate into chaos through further
period-doubling bifurcations. The bifurcation dia-
gram in Fig. 18 shows this chaotic case, when both
period-2 oscillations are unstable. The existence of
chaotic oscillations is actually proven in the corre-
sponding nonlinear discrete model (18) (see [Szalai
et al., 2004]).

Mann et al. [2003] have constructed an exper-
imental stability chart for highly interrupted cut-
ting. Aluminium test samples were centrally milled
by means of carbid end mill with a single flute (the
second flute was ground off). The ratio ρ of the time
spent cutting to the tooth pass period τ was ρ =
0.108. The experimental observations confirmed the
linear theory well; they followed the theoretically
predicted two kinds of chatter regions. The Fourier
spectrum of the time signals helped to identify the
quasi-periodic and the period-2 oscillations in the
unstable cases, since the corresponding frequency
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components were also predicted analytically above
the stability chart following [Insperger et al., 2003a].

Since the bifurcations along the stability limits
are subcritical, it is an interesting question, what
kinds of vibrations are measured in those cases
when the stationary milling process is unstable. In
the case of the flip lobe boundary, for example, sta-
ble period-2 oscillation may be detected with the
so-called fly-over effect (see also Fig. 16). Although,
the spectral analysis of the signals can provide
enough evidence on the correctness of the linear
predictions, further signal analysis should also prove
the above described fly-over effect in the case of sta-
ble period-2 oscillations. The signals, however, were
too noisy to reconstruct the phase space trajectories
from the measured signals.

The application of the method of Gradǐsek et al.
[2002] can help to extract the deterministic com-
ponent of noisy signals. Using the measurement
data sampled stroboscopically by ts, and using the
classical technique of presenting the trajectory in
the space of 8ts-delayed coordinates, the path of
the tool can be reconstructed. One can do this
reconstruction without high-speed camera shots of
the cutting process that has high-speed dynamics,
anyway.

The reconstructed deterministic trajectories
showed the structure of the corresponding vibra-
tions very clearly. There were stable period-2 oscil-
lations, but their structure was not as predicted
in the theory: the tool hits the workpiece at each
tooth-pass period, and the predicted fly-over effect
at every second tooth-pass did not show up in the
experiments.

One possible explanation for this contradiction
is based on the weakness of the condition on impact-
like cutting, that is the parameter ρ that describes
the ratio of time spent cutting to tooth-pass period,
cannot be considered as a small parameter even if it
is in the range of 0.1 only. The so-called collocation
method of Engelborghs et al. [2000] gives the pos-
sibility to calculate the global stable period-2 oscil-
lations even when the impact condition is dropped
in the Eq. (25) of motion. The spring and damping
terms are not negligible compared to the cutting
force Fx, the tool may leave the workpiece material
during the short possible contact period ρτ , so it is
not the sudden velocity variation that is modeled,
but also the variation of the displacement. On one
hand, this means, that the parametrically excited
delayed oscillator cannot be approximated in the
closed form of the discrete map (28), on the other

hand, the actual contact time can be shorter than
ρτ . Since the collocation method applied for the
nonhighly interrupted cutting model gave results
that qualitatively agreed with the enhanced experi-
mental results, the deep analyses of the general case
was unavoidable.

If the ratio ρ of time spent cutting to tooth-pass
period cannot be considered as a small parameter,
the impact-like modeling of the tool-workpiece con-
tact in Eq. (25) should be modified, and condition
(24) on the nonvariation of the tool position is not
valid anymore. Actually, the two piecewise linear
equations (23) and (25) of motion can be rewritten
more generally as

ẍ(t) + 2ζωnẋ(t) + ω2
nx(t)

= g(t)
1
m

Fx(x(t), x(t − τ)),

g(t) =
{

0 if t ∈ [tj − τ, tj − ρτ)
1 if t ∈ [tj − ρτ, tj)

, (29)

where the cutting force Fx can be formulated as
in Eq. (11) in accordance with Fig. 14. The lin-
ear part of (29) at zero is already similar to the
delayed Mathieu equation (1). These equations can
efficiently be analyzed by the semi-discretization
method generalized in Sec. 4 from the example of
the sampled oscillator.

The linear stability analysis of (29) serves some
surprising results as shown by Szalai and Stépán
[2003]. While the instability lobes in the stability
chart of the dimensionless cutting speed and chip
width seem to have a double lobe system for van-
ishing ρ parameters (see Fig. 17), the lobes related
to period-doubling become closed curves for finite
ρ values. The stability charts are formed from a
system of lobes and lenses, with lobes referring to
secondary Hopf bifurcations (quasi-periodic oscil-
lations), and lenses referring to flip bifurcations
(period-2 oscillations).

An example of stability chart is presented in
Fig. 19 for the same damping ratio ζ = 0.02 as in
Fig. 17, but for a nonvanishing ρ = 0.1. The param-
eter range is presented for lower cutting speeds
where the difference between the lobe and lens
system is more spectacular, while the dimension-
less chip width is defined without the ρ parameter,
which explains why these numerical values are one
range larger in Fig. 19 than in Fig. 17.

The difference between the lobe and lens sys-
tem is less dramatic for the case of the experimental
parameters ζ = 0.0038 and ρ = 0.108 used by Mann



October 3, 2005 16:0 01364

Delay, Parametric Excitation, and the Nonlinear Dynamics of Cutting Processes 2795

Fig. 19. Stability chart of milling (nonhighly interrupted
cutting).

Fig. 20. Stability chart for high-speed milling experiment.

et al. [2003]. The corresponding stability chart is
presented in Fig. 20, and the experimental results fit
to this linear theory well (see [Stépán et al. 2004]).

An interesting experimental parameter setting
is denoted at the measurement point A in the
narrow stable band between the (secondary) Hopf
lobe and the flip lens. At the parameter point A
of the stability chart in Fig. 20, the experiments
showed very different dynamic behaviors depend-
ing on the external noise and perturbations on
the milling process. Sometimes, the system exhib-
ited stable cutting, sometimes, however, the milling
process changed to (jumped into) a complicated
nonlinear oscillation. This means that the system
has stable stationary cutting and also complex sta-
ble nonlinear oscillation originated in a kind of
bifurcated global period-2 oscillation, together. The
highly interrupted cutting model cannot explain

this phenomenon since the flip stability boundaries
are lobes and not lenses there.

In order to understand this nonlinear behavior
of high-speed milling, a bifurcation diagram was cal-
culated along the thick arrow in Fig. 20 at the fixed
dimensionless cutting speed zΩ̃ = 0.407 (3450 rpm)
used also at the parameter point A. The diagram in
Fig. 21 is constructed by the use of path-following
methods, and shows a much more sophisticated and
partly unexplored structure than that of the dia-
gram in Fig. 18. Note that the dimensionless ampli-
tude r̂ in Fig. 21 is the variation of the amplitude r̃
around the stationary vibration amplitude r̃stat, i.e.
r̂ = r̃ − r̃stat.

The flip bifurcations at the two opposite sides
of the flip lens at w̃1 and w̃2 are subcritical and
supercritical, respectively. Between these two chip
thickness values, the stationary milling process is
unstable, while unstable and stable period-2 oscil-
lations arise below these critical values, respectively.
The unstable period-2 oscillation turns to a stable
one at a fold bifurcation. Still, the secondary Hopf
bifurcation of this global stable period-2 motion
leads soon to an even more complicated stable
quasi-periodic motion here, which was not possible
to follow by the applied numerical method, and so
it is not presented in the diagram.

The other branch, the stable period-2 motion
born in the supercritical flip bifurcation at the
top of the lens, goes through a window of sec-
ondary Hopf bifurcations very quickly, then the fold
shows up, and the global period-2 motion changes
to unstable. It is still unclear, how many, and what
kinds of stable motions exist above the flip lens and
below the Hopf lobe, but as experiments show: this
region might be favorable for high-efficiency stable
stationary cutting, but it is very sensitive for small
perturbations due to the presence of several stable
and unstable nonlinear oscillations there.

Fig. 21. Bifurcation diagram for high-speed milling through
parameter point A.
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8. Conclusions

The stability chart of the delayed Mathieu equa-
tion is a unique analytical result for parametri-
cally excited delayed oscillators. This chart serves
as a reliable reference example to test numeri-
cal methods developed for these time-periodic and
also time-delayed second-order systems. One of the
numerical tools is the so-called semi-discretization
method originated in the analytical study of
the sampled oscillator. These mathematical tools,
together with the methods of classical bifurca-
tion theory, collocation method, and further vari-
ations of path-following methods make it possible
to have an access for the surprisingly unpredictable
dynamics of delayed and parametrically excited
oscillators.

As one of the hardest problems in this category,
the stability charts of milling processes were com-
pared for high-speed milling with and without the
use of the condition on highly interrupted cutting.
The results were compared to experiments. The sta-
bility charts consisting of a double lobe system for
the highly interrupted cutting case may look quali-
tatively surprisingly different form the lobe and lens
system of the more precise models, but the quanti-
tative difference did not seem to be important from
linear stability viewpoint in the parameter range of
the experiments.

Considering the nonlinear dynamics of the
high-speed milling process, however, we find essen-
tial differences between the two models. Actu-
ally, the highly interrupted cutting model is
unable to explain some of the peculiar multi-
stable behavior experienced at certain parameter
points. The most complicated system of stable and
unstable oscillations is detected at those regions
between the lobes and lenses where the effi-
ciency of high-speed milling would be just the
best. The bifurcation diagrams provide an initial
guide for understanding some of these dynamic
behaviors.
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discretization method for delayed stochastic systems,”
Commun. Nonlin. Sci. Numer. Simul. 10, 85–94.

Engelborghs, K., Luzyanina, T., Hout, K. J. & Roose, D.
[2000] “Collocation method for the computation of
periodic solutions of delay differential equations,”
SIAM J. Sci. Compu. 22, 1953–1609.

Faassen, R. P. H., van de Wouw, N., Oosterling, J. A. J.
& Nijmeijer, H. [2003] “Prediction of regenerative
chatter by modeling and analysis of high-speed
milling,” Int. J. Mach. Tools Manuf. 43, 1437–
1446.

Floquet, M. G. [1883] “Equations différentielles linéaires
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