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Updated semi-discretization method for periodic
delay-differential equations with discrete delay

Tamás Insperger∗,†,‡,� and Gábor Stépán¶,‖,∗∗

Department of Applied Mechanics, Budapest University of Technology and Economics,
Budapest H-1521, Hungary

SUMMARY

An updated version of the semi-discretization method is presented for periodic systems with a single
discrete time delay. The delayed term is approximated as a weighted sum of two neighbouring discrete
delayed state values and the transition matrix over a single period is determined. Stability charts are
constructed for the damped and delayed Mathieu equation for different time-period/time-delay ratios.
The convergence of the method is investigated by examples. Stability charts are constructed for 1 and
2 degree of freedom milling models. The codes of the algorithm are also attached in the appendix.
Copyright � 2004 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Systems, where the rate of change of state depends not only on the present state of the system,
but also on the past states are described by delay-differential equations (DDEs). One of the
classical examples for delayed system is the predator–prey model of Volterra [1], where the
growth rate of predators depends not only on the present quality of food (say, prey), but also
on the past quantities (in the period of gestation, say). The first delay models in engineer-
ing were introduced by von Schlippe and Dietrich [2] for modelling wheel shimmy, and by
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Minorsky [3] for ship stabilization. Time delay is also a key element of the explanation of
machine tool chatter [4, 5], more and more sophisticated models have appeared for turning
and milling applications in the last decade [6–14]. Delayed equations arise in several fields
of science: in the digital control of robotics applications with information delay [15, 16], in
neural network models, where the interactions of the neurons are delayed [17], or in delayed
feedback control mechanism of human balancing [18, 19]. Since the publication of the first
delayed models, several books have appeared summarizing the most important theorems of
DDEs [20–23]. The stability of a linear DDE depends on its (infinite number of) characteristic
roots: if and only if all of these roots are located in the left side of the complex plane, the
system is asymptotically stable. Due to the infinite number of characteristic roots, the stability
properties of delayed systems might be extremely complex [21, 24].

If a parameter of a system changes periodically in time, then the corresponding equation of
motion is a time periodic differential equation. According to the Floquet theory, the stability
of a linear periodic system depends on the characteristic multipliers: if all of these multipliers
are located in the inside the unit disc of the complex plane, then the system is asymptotically
stable [25].

Recently, the investigation of periodic motion of DDEs and the associated variational systems
(that are time periodic DDEs) has come into the focus of interest [26–29]. One of the most
important motivations is the milling process analysis: if both the so-called tooth pass excitation
effect and the regenerative effect are considered, then the variational system associated to
the ideal periodic motion of the tool is a time periodic DDE. Several papers deal with the
exploration of the dynamic behaviour of the milling process [6, 9, 11–14]. Parametric excitation
is also used to avoid vibrations. A turning process can be stabilized by the periodic variation
of the spindle speed [30–32], or by changing the system stiffness periodically [7]. In robotic
applications, the robustness of feedback control can be increased by periodic variation of the
gain parameters [16]. These systems are all governed by time periodic DDEs.

An analytical stability chart for the delayed Mathieu equation

ẍ(t) + (� + ε cos(t))x(t) = bx(t − 2�) (1)

was given by Insperger and Stépán [33]. They also confirmed the analytical results by the
numerical technique called semi-discretization [34]. Butcher et al. [35] have also checked the
results regarding the stability chart of the delayed Mathieu equation, they used the shifted
Chebyshev polynomial method [36].

The semi-discretization of delayed systems was introduced by Insperger and Stépán [37].
The point of the method is that only the delayed terms are discretized while the actual time
domain terms are unchanged as opposed to the full-discretization techniques [38]. This results
in a finite-dimensional discrete map approximation of the DDE. An extension of the semi-
discretization method to delayed systems subjected to stochastic disturbance was developed by
Elbeyli et al. [39].

In the paper [37], the semi-discretization method is explained for general delayed systems,
where the delay can also be distributed along the past. The application of the method for
systems with discrete time delays may lead to intolerable inaccuracy (or alternatively, intolerable
computation time) at certain narrow parameter domains. One possible solution for this problem
is presented in Reference [34] for the damped Mathieu equation with discrete time delay. There,
the time delay � was equal to the time period T , but the time step of the discretization with
respect to the delay was �t = �/(m + 1

2 ), where m was an integer. Consequently, the time
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period T was not an integer multiple of the time step �t , therefore, the transition matrix � over
the time period T = � = (m + 1

2 )�t could not be determined in accurate closed form. In order
to avoid this problem, the solution was determined over the double period 2T = (2m + 1)�t

that resulted in a closed form expression for the square of the transition matrix: �2. The
eigenvalues of �2 are the square of the characteristic multipliers: �2. The system was said
to be stable if |�2| < 1, which is equivalent to |�| < 1. Although, this method resulted in
accurate stability charts, the computation time was doubled compared to the solution over a
single period. Another problem was that during the double period analysis, only the square of
the characteristic multipliers were obtained. This is perfect for stability prediction, but more
information is needed for the subsequent bifurcation analysis. E.g., the cases of period one
(� = 1) and period two (� = −1) instabilities cannot be distinguished, since both cases are
obtained by the computation as �2 = 1. The determination of the vibration frequencies are not
trivial either since pseudo-roots occur when the complex

√
�2 is calculated.

In the present paper, an updated version of the semi-discretization method is presented for
time periodic DDEs of optional time period and time delay. The main point is that the delayed
term in question is approximated as a weighted sum of the two neighbouring discrete delayed
state values. With this technique, the time step �t can still be chosen as an integer fraction of
the time period T , the solution can be determined over a single period, that results in a closed
form expression for the transition matrix: �. The updated method is presented here for DDEs
with a single constant delay, however, the method can be generalized for DDEs with multiple
time dependent delays and also for DDEs with distributed delays.

As a reference case, the damped and delayed Mathieu equation is investigated. Stability
charts are determined for different ratios of the time delay and the time period including
the case, when this ratio is irrational (e.g.

√
2). These charts are the combinations of the

Hsu–Bhatt–Vyshnegradskii chart of the second order delay-differential equation [40] and the
Strutt–Ince chart of the classical Mathieu equation [41, 42].

As examples for higher-order systems, stability charts are determined for 1 and 2 degree of
freedom (DOF) milling models. The codes of the algorithm are also attached in the appendix.

2. UPDATED SEMI-DISCRETIZATION METHOD

The n-dimensional delay differential equation

ẋ(t) = A(t)x(t) + B(t)x(t − �), A(t + T ) = A(t), B(t + T ) = B(t) (2)

is investigated, where the time delay � and the time period T are optional positive values.
The first step of semi-discretization is the construction of the time interval division [ti , ti+1]

of length �t, i = 0, 1, . . . so that T = k�t , where k is an integer that can be considered as
an approximation parameter regarding the time period.

Introduce the integer m so that

m = int

(
� + �t/2

�t

)
(3)

where int is the function that rounds positive numbers towards zero (e.g. int(4.82) = 4). The
integer m can be considered as an approximation parameter regarding the time delay.
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Figure 1. Approximation of the delayed term.

Use the notation x(tj ) = xj for any integer j . In the ith interval, Equation (2) can be
approximated as

ẋ(t) = Aix(t) + Bix�,i (4)

where

Ai = 1

�t

∫ ti+1

ti

A(t) dt, Bi = 1

�t

∫ ti+1

ti

B(t) dt (5)

and x� is the following approximation of the delayed term:

x(t − �) ≈ x(ti + �t/2 − �) ≈ wbxi−m + waxi−m+1 = x�,i (6)

where the weights of xi−m and xi−m+1 are

wb = � + �t/2 − m�t

�t
(7)

wa = m�t + �t/2 − �

�t
(8)

The trick in the approximation is that the delayed term is approximated as a weighted linear
combination of the delayed discrete values xi−m and xi−m+1 (see Figure 1). With the help of
the usual Lagrange remainder term, an error estimation can be constructed in the usual way
for this natural choice of weights.

Copyright � 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2004; 61:117–141



SEMI-DISCRETIZATION METHOD FOR PERIODIC DELAY-DIFFERENTIAL EQUATIONS 121

The solution of Equation (4) for the initial condition

x(ti) = xi (9)

reads

x(t) = exp(Ai (t − ti))(xi + A−1
i Bix�,i ) − A−1

i Bix�,i (10)

Substituting t = ti+1 and using Equation (6), xi+1 = x(ti+1) is defined as

xi+1 = Pixi + waRixi−m+1 + wbRixi−m (11)

where

Pi = exp(Ai�t)

Ri = (exp(Ai�t) − I)A−1
i Bi

Here, I denotes identity matrix.
Now, according to Equation (11), a discrete map can be defined

yi+1 = Ciyi (12)

where the n(m + 1)-dimensional vector is

yi = col(xi xi−1 . . . xi−m) (13)

and the coefficient matrix has the form

Ci =




Pi 0 0 . . . 0 waRi wbRi

I 0 0 . . . 0 0 0

0 I 0 . . . 0 0 0

...
...

. . .
. . .

...
...

...

0 0 0
. . . 0 0 0

0 0 0 . . . I 0 0

0 0 0 . . . 0 I 0




(14)

The next step is to determine the transition matrix � over the principal period T = k�t . This
serves a finite-dimensional approximation of the monodromy operator in the infinite-dimensional
version of the Floquet Theory [22, 25]. The transition matrix gives the connection between y0
and yk in the form

yk = �y0 (15)

where � is given by coupling the solutions

� = Ck−1Ck−2 . . . C1C0 (16)
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Figure 2. Hsu–Bhatt–Vyshnegradskii stability chart of Equation (17) with ε = 0 and � = 2�.

Note, that the integer k determines the number of matrices to be multiplied in Equation (16),
and m determines the size of these matrices. For systems with large principal period (i.e. with
large k) and with large delay (i.e. with large m), the determination of the transition matrix
might be time consuming.

Now, the stability investigation is reduced to the problem, whether the eigenvalues of � are
in modulus less than one [43].

3. DAMPED DELAYED MATHIEU EQUATION

The equation

ẍ(t) + �ẋ(t) + (� + ε cos(2�t/T ))x(t) = bx(t − �) (17)

is investigated. The time period of the periodic coefficient is T , the time delay is �.
For the autonomous case ε = 0 of Equation (17), the so-called Hsu–Bhatt–Vyshnegradskii

stability chart is shown in Figure 2 [40]. For the undamped case (� = 0), the domain of
asymptotic stability is denoted by grey colour, and the stability boundaries for the cases � =
0.1 and 0.2 are also presented.

For the case b = 0 of Equation (17), the Strutt–Ince stability chart is presented in Figure 3
for different dampings �.

For the semi-discretization procedure, use the notation x(tj ) = xj for any integer j . In the
ith semi-discretization interval, Equation (17) can be approximated as

ẍ(t) + �ẋ(t) + (� + εci)x(t) = bx�,i (18)

where

ci = 1

�t

∫ ti+1

ti

cos(2�t/T ) dt (19)

and

x�,i = wbxi−m + waxi−m+1 ≈ x(ti + �t/2 − �) ≈ x(t − �) (20)

where m, wb and wa are defined by Equations (3), (7) and (8), respectively.
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Figure 3. Strutt–Ince stability chart of Equation (17) with b = 0.

By Cauchy transformation, the following system is obtained:

u̇(t) = Aiu(t) + waBui−m+1 + wbBui−m (21)

where

Ai =
(

0 1

−(� + εci) −�

)
, B =

(
0 0

b 0

)
, u(t) =

(
x(t)

ẋ(t)

)
(22)

and

uj = u(tj ) =
(

x(tj )

ẋ(tj )

)
=
(

xj

ẋj

)

for any integer j . Introduce the notation

u�,i = waui−m+1 + wbui−m (23)

Then the solution of Equation (21) for the initial condition

u(ti) = ui (24)

reads

u(t) = exp(Ai (t − ti))(ui + A−1
i Bu�,i ) − A−1

i Bu�,i (25)

Substituting t = ti+1 and using Equation (23), ui+1 = u(ti+1) is defined as

ui+1 = Piui + waRiui−m+1 + wbRiui−m (26)
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where

Pi = exp(Ai�t)

Ri = (exp(Ai�t) − I)A−1
i B

and I denotes identity matrix. Now, a discrete map can be constructed similarly to Equation
(12).

At this point, it should be noticed, that ui+1 depends on xi, ẋi , xi−m+1 and xi−m, but
it does not depend on ẋi−m+1 and ẋi−m. The reason is that since ẋ(t − �) does not appear
in Equation (17), the 2nd column of matrix B is zero, consequently, the 2nd column of
matrix Ri is also zero. This means that for the discrete map, the (m + 2)-dimensional state
vector

zi = col(xi ẋi xi−1 . . . xi−m) (27)

should be defined instead of the 2(m + 1)-dimensional vector

yi = col(ui ui−1 . . . ui−m) = col(xi ẋi xi−1 ẋi−1 . . . xi−m ẋi−m) (28)

defined by Equation (13). This trick makes the size of the resulting discrete map smaller:

zi+1 = Dizi (29)

where the (m + 2)-dimensional coefficient matrix reads

Di =




Pi,11 Pi,12 0 0 . . . 0 waRi,11 wbRi,11

Pi,21 Pi,22 0 0 . . . 0 waRi,21 wbRi,21

1 0 0 0 . . . 0 0 0

0 0 1 0 . . . 0 0 0

...
...

...
. . .

. . .
...

...
...

0 0 0 0
. . . 0 0 0

0 0 0 0 . . . 1 0 0

0 0 0 0 . . . 0 1 0




(30)

Here, Pi,hj and Ri,hj are the elements of matrices Pi and Ri in the hth row and in the j th
column, respectively.

The transition matrix � over the principal period T = k�t is determined now by coupling
Equation (29) for i = 0, 1, . . . , k − 1:

� = Dk−1Dk−2 . . . D1D0 (31)

If the eigenvalues of � are in modulus less than one, then the system is stable.
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In Figure 4, stability charts of Equation (17) are shown for different parameters. The case
when the time period and the time delay are integer multiple of each other (e.g. T = 2�),
and the case when their ratio is irrational (e.g. T = √

2�) are also considered. For all the
charts in Figure 4, the time delay is � = 2�, while the time period and the amplitude ε

are different. In Figure 4(a) and (b), the time period is T = � = �/2, in Figure 4(c) and
(d), it is T = √

2� = �/
√

2, in Figure 4(e) and (f), T = 2� = �, in Figure 4(g) and (h),
T = 2

√
2� = √

2�, and in Figure 4(i) and (j), T = 4� = 2�. In Figure 4(a), (c), (e), (g) and
(i) (i.e. in the charts on the left side), the amplitude is ε = 1, while in Figure 4(b), (d), (f), (h)
and (j) (i.e. in the charts on the right side), it is ε = 2. For the undamped case (� = 0), the
domain of asymptotic stability is denoted by grey colour. The stability boundaries for the cases
� = 0.1 and 0.2 are also presented. The charts were determined via point-by-point evaluation
of the transition matrix over a 200 × 100 sized grid. The Matlab code for the stability analysis
is given in Appendix A.

The number of discretization intervals is k = 40 for all charts in Figure 4.
For the case T = �/2 = � (Figure 4(a) and (b)), Equation (3) results in m = 80. This

means that the transition matrix � is obtained by multiplication of 40 number of 82×82 sized
matrices. For this case, Equations (7) and (8) result in the weights wb = 1

2 and wa = 1
2 . The

computation time for determining one stability chart over a 200 × 100 sized grid of parameters
was 22.6 min on a 2 GHz Pentium 4 processor.

For the case T = �/
√

2 = √
2� (Figure 4(c) and (d)), Equation (3) results in m = 57, that

is, 40 number of 59 × 59 sized matrices is multiplied to obtain the transition matrix �. For
this case, the weights are wb = 0.0685 and wa = 0.9315. In this case, the computation time
was 10.4 min.

For the case T = � = 2� (Figure 4(e) and (f)), Equation (3) results in m = 40, and 40
number of 42×42 sized matrices is multiplied to obtain the transition matrix �. For this case,
the weights are wb = 1

2 and wa = 1
2 , again, and the computation time was 6.6 min.

For the case T = √
2� = 2

√
2� (Figure 4(g) and (h)), Equation (3) results in m = 28.

Here, 40 number of 30 × 30 sized matrices is multiplied to obtain the transition matrix
�, and the weights are wb = 0.7843 and wa = 0.2157. Here, the computation time was
4.6 min.

Finally, for the case T = 2� = 4� (Figure 4(i) and (j)), Equation (3) results in m = 20, and
40 number of 22 × 22 sized matrices is multiplied to obtain the transition matrix � and again,
the weights are wb = 1

2 and wa = 1
2 . The computation time was 3.8 min.

For the case T = � with � = 0 (Figure 4(e) and (f)), the stability boundaries are shown
to be straight lines with slopes +1, −1 and 0, while for increasing damping � > 0, some
lines of slope ±1 remains, and curved stability boundaries arise. This is in accordance with the
analytical result presented in References [33, 34]. Here, the same phenomena can be observed
for the case T = �/2 (Figure 4(a) and (b)), but for the other cases T = �/

√
2, T = √

2� and
T = 2�, the stability boundaries shows a complex structure.

In order to explain the complexity of the charts in Figure 4, Figures 2 and 3 should be
analysed. For the undamped case � = 0 in Figure 2, the stability boundaries intersects the
b = 0 line at 1

4 , 1, 9
4 , 4, etc. In Figure 3, the � = 0 stability boundaries intersects the

ε = 0 line at �2/T 2, 4�2/T 2, 9�2/T 2, etc. If the time period and the time delay are equal
(T = � = 2�), then the intersection points are the same. This case is clear and the stability
charts are known in closed form [33, 34]. If T = �/2 = �, then these special points in Figure 3
are 1, 4, 9, etc., that is, every intersection point of the Hsu–Bhatt–Vyshnegradskii chart is
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Figure 4. Stability charts of Equation (17) with � = 2� and T = � (a, b), T = √
2� (c, d), T = 2�

(e, f), T = 2
√

2� (g, h), T = 4� (i, j) and ε = 1 (a, c, e, g, i), ε = 2 (b, d, f, h, j).
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Figure 5. Modulus of critical eigenvalues for Equation (17) with b = −1.5, � = 0.2,
ε = 2, � = T = 2� and � = 0 (a), 1 (b), 2 (c), 3 (d), 4 (e), 5 (f) as function of the

number k of the discretization intervals.

an intersection point of the Strutt–Ince chart. This explains the linear stability boundaries in
Figure 4(a) and (b). For the case T = �/

√
2 = √

2� in Figure 4(c) and (d), the special points
for the corresponding Strutt–Ince chart are 1

2 , 2, 9
2 , etc. These intersection points differs from

those of the corresponding Hsu–Bhatt–Vyshnegradskii chart, and the resulted stability charts
in Figure 4(c) and (d) show a kind of split structure around � = 1

2 , 2, 9
2 , etc. at the range

b ≈ 0. Similarly, for the other cases, the intersection points of the corresponding Hsu–Bhatt–
Vyshnegradskii and Strutt–Ince charts are not the same, and the combined stability charts have
a kind of intersecting structure.

For some cases, the convergence of the critical eigenvalues can be observed in Figure 5.
Here, the modulus of the critical eigenvalues |�1| for Equation (17) are presented as function
of the number k of the discretization intervals. In Figure 5(a)–(f), the parameter � is 0, 1, 2,
3, 4 and 5, respectively. The other parameters are b = −1.5, � = 0.2, ε = 2 and � = T = 2�.
The plots show, how the eigenvalues converge to a fixed value as k increase. The difference
between the critical values |�1| for k = 40 and 60 are 0.1261% for the case (a) in Figure 5,
0.1040% for case (b), 0.2582% for case (c), 0.3306% for case (d), 0.6269% for case (e) and
0.6174% for case (f).
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4. 1 DOF MILLING EQUATION

The governing equation of motion of a 1 DOF milling model reads [44]

ẍ(t) + 2��nẋ(t) + �2
nx(t) = −wh(t)

mt

(x(t) − x(t − �)) (32)

where �n is the angular natural frequency, � is the relative damping, w is the depth of cut, mt

is the modal mass of the tool. The delayed term x(t − �) arise due to the regenerative effect.
The time delay is equal to the tooth passing period. The specific cutting force coefficient h(t)

is determined by the technological parameters

h(t) =
N∑

j=1
g(�j (t)) sin(�j (t))(Kt cos(�j (t)) + Kn sin(�j (t))) (33)

where N is the number of teeth, Kt and Kn are the tangential and the normal linearized cutting
force coefficients, respectively, and �j (t) is the angular position of tooth j defined as

�j (t) = (2��/60)t + j2�/N (34)

where � is the spindle speed in rpm. The function g(�j (t)) is a screen function, it is equal
1, if the tooth j is in the cut, and it is equal to 0, if tooth j is out of cut:

g(�j (t)) =
{

1 if �st < �j (t) < �ex

0 otherwise
(35)

where �st and �ex is the start and exit angles of the tooth j . For up-milling, �st = 0 and
�ex = arccos(1 − 2a/D), for down-milling, �st = arccos(2a/D − 1) and �ex = �, where a/D

is the radial depth of cut ratio.
Due to the tooth pass excitation effect, h(t) is time periodic with the tooth passing period �,

that is, for milling processes, the time delay is equal to the time period. Consequently, Equations
(3), (7) and (8) result in the approximation parameter m = k and the weights wb = 1

2 and
wa = 1

2 . For the spindle speed � (rpm), the time delay is � = T = 60/(N�) (s), and the time
step is �t = T/k = 60/(kN�) (s).

Equation (32) is similar to the damped delayed Mathieu equation (17), the only difference
is that the delayed term has a time periodic coefficient. The discretized equation has the
form

ẍ(t) + 2��nẋ(t) +
(

�2
n + whi

mt

)
x(t) = whi

mt

x�,i , t ∈ [ti , ti+1] (36)

where

hi = 1

�t

∫ ti+1

ti

h(t) dt (37)
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Figure 6. Stability charts for 1 DOF down-milling model with radial depth of cut ratio a/D = 1 (a),
a/D = 0.5 (b), a/D = 0.1 (c), a/D = 0.05 (d).

and x�,i is defined as in Equation (20). From that point, the same discretization steps should
be done as for the damped delayed Mathieu equation (17) with the only difference that

Ai =



0 1

−
(

�2
n + whi

mt

)
−2��n


 , Bi =




0 0

whi

mt

0


 , u(t) =

(
x(t)

ẋ(t)

)
(38)

instead of (22). The Matlab code for the stability analysis is in given Appendix B.
Stability charts are determined for down-milling operations of radial depth of cut ratios

a/D = 1, 0.5, 0.1, 0.05 with a two fluted miller (N = 2). The other parameters are: natural
frequency fn = 922 Hz, the angular natural frequency is �n = 5793 rad/s, the relative damping
is � = 0.011, the modal mass is mt = 0.03993 kg, the tangential and the normal linearized
cutting force coefficients are Kt = 6 × 108 N/m2 and Kn = 2 × 108 N/m2, similarly as in
[11, 44]. The approximation parameter for the semi-discretization is m = 40. The computation
time for determining one stability chart over a 400×200 sized grid of parameters was 22.1 min
on a 2 GHz Pentium 4 processor.

The stability charts for various radial depth of cut ratios are shown in Figure 6. The stable,
chatter-free domains are denoted by grey colour.
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5. 2 DOF MILLING EQUATION

The governing equation of motion of a 2 DOF milling model with a symmetric tool reads [44]
(

ẍ(t)

ÿ(t)

)
+
(

2��n 0

0 2��n

)(
ẋ(t)

ẏ(t)

)
+




�2
n + whxx(t)

mt

whxy(t)

mt

whyx(t)

mt

�2
n + whyy(t)

mt



(

x(t)

y(t)

)

=




whxx(t)

mt

whxy(t)

mt

whyx(t)

mt

whyy(t)

mt



(

x(t − �)

y(t − �)

)
(39)

where the angular natural frequency �n, the relative damping � and the modal mass mt of the
tool are considered to be equal to both x and y directions corresponding to the symmetric tool
assumption. All the parameters are the same as for Equation (32) of the 1 DOF model.

In Equation (39), hxx(t), hxy(t), hyx(t) and hyy(t) are four projections of the specific
cutting force coefficient defined as

hxx(t) =
N∑

j=1
g(�j (t)) sin(�j (t))(Kt cos(�j (t)) + Kn sin(�j (t))) (40)

hxy(t) =
N∑

j=1
g(�j (t)) cos(�j (t))(Kt cos(�j (t)) + Kn sin(�j (t))) (41)

hyx(t) =
N∑

j=1
g(�j (t)) sin(�j (t))(−Kt sin(�j (t)) + Kn cos(�j (t))) (42)

hyy(t) =
N∑

j=1
g(�j (t)) cos(�j (t))(−Kt sin(�j (t)) + Kn cos(�j (t))) (43)

Note, that the hxx(t) in Equation (40) is identical to h(t) in Equation (33) of the 1 DOF case.
The angular position �j (t) of tooth j and the function g(�j (t)) are defined by Equations (34)
and (35), respectively.

In the ith semi-discretization interval, Equation (39) can be approximated as

(
ẍ(t)

ÿ(t)

)
+
(

2��n 0

0 2��n

)(
ẋ(t)

ẏ(t)

)
+




�2
n + whxxi

mt

whxyi

mt

whyxi

mt

�2
n + whyyi

mt



(

x(t)

y(t)

)

=




whxxi

mt

whxyi

mt

whyxi

mt

whyyi

mt



(

x�,i

y�,i

)
(44)
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By Cauchy transformation, Equation (44) is written in the form

u̇(t) = Aiu(t) + waBiui−m+1 + wbBui−m (45)

where

Ai =




0 0 1 0

0 0 0 1

−�2
n − whxxi

mt

−whxyi

mt

−2��n 0

−whyxi

mt

−�2
n − whyyi

mt

0 −2��n




(46)

Bi =




0 0 0 0

0 0 0 0

whxxi

mt

whxyi

mt

0 0

whyxi

mt

whyyi

mt

0 0




(47)

u(t) =




x(t)

y(t)

ẋ(t)

ẏ(t)


 and uj = u(tj ) =




x(tj )

y(tj )

ẋ(tj )

ẏ(tj )


 =




xj

yj

ẋj

ẏj


 (48)

for any integer j , and wa = wb = 1
2 , since the time delay is equal to the time period.

For the initial condition u(ti) = ui , ui+1 is determined as (similarly to Equation (26))

ui+1 = Piui + waRiui−m+1 + wbRiui−m (49)

where

Pi = exp(Ai�t)

Ri = (exp(Ai�t) − I)A−1
i Bi

Note, that ẋ(t − �) and ẏ(t − �) does not appear in Equation (39). Consequently, ui+1
depends on xi, yi, ẋi , ẏi , xi−m+1, yi−m+1, xi−m and yi−m, but it does not depend on
ẋi−m+1, ẏi−m+1, ẋi−m and ẏi−m. Therefore, the 3rd and the 4th columns of matrices Bi and
Ri are zeros. This leads to the (2m + 4)-dimensional state vector

zi = col(xi yi ẋi ẏi xi−1 yi−1 . . . xi−m yi−m) (50)

instead of the (4m + 4)-dimensional vector defined by Equation (13).
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The resulted discrete map reads

zi+1 = Dizi (51)

where the (2m + 4)-dimensional coefficient matrix is

Di =




Pi,11 Pi,12 Pi,13 Pi,14 0 . . . 0 waRi,11 waRi,12 wbRi,11 wbRi,12

Pi,21 Pi,22 Pi,23 Pi,24 0 . . . 0 waRi,21 waRi,22 wbRi,21 wbRi,22

Pi,31 Pi,32 Pi,33 Pi,34 0 . . . 0 waRi,31 waRi,32 wbRi,31 wbRi,32

Pi,41 Pi,42 Pi,43 Pi,44 0 . . . 0 waRi,41 waRi,42 wbRi,41 wbRi,42

1 0 0 0 0 . . . 0 0 0 0 0

0 1 0 0 0 . . . 0 0 0 0 0

0 0 0 0 1 . . . 0 0 0 0 0

...
...

...
...

...
. . .

...
...

...
...

...

0 0 0 0 0 . . . 1 0 0 0 0

0 0 0 0 0 . . . 0 1 0 0 0

0 0 0 0 0 . . . 0 0 1 0 0




(52)

Here, Pi,hj and Ri,hj are the elements of matrices Pi and Ri in the hth row and in the j th
column, respectively.

The (2m+ 4)-dimensional transition matrix � is determined now by coupling Equation (51)
for i = 0, 1, . . . , k − 1:

� = Dk−1Dk−2 . . . D1D0 (53)

If the eigenvalues of � are in modulus less than one, then the system is stable. The Matlab
code for the stability analysis is in Appendix C.

Stability charts are determined for down-milling operations of radial depth of cut ratios
a/D = 1, 0.5, 0.1, 0.05 with a two fluted miller (N = 2). A symmetric tool was assumed
with the same parameters as for the 1 DOF case: fn = 922 Hz, �n = 5793 rad/s, � =
0.011, mt = 0.03993 kg, Kt = 6 × 108 N/m2 and Kn = 2 × 108 N/m2, similarly as in
References [11, 44]. The stability charts for various radial depth of cut ratios are shown in
Figure 7. The stable, chatter-free domains are denoted by grey colour. The approximation
parameter for the semi-discretization is m = 40. The computation time for determining one
stability chart over a 400 × 200 sized grid of parameters was 39.3 min on a 2 GHz Pentium
4 processor.

These stability charts with the same parameters were also determined in Reference [44]
by using time finite element method [13] and time-marching simulation [11]. The charts in
Figure 7 are in good agreement with those presented in Reference [44].
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Figure 7. Stability charts for 2 DOF down-milling model with radial depth of cut ratio a/D = 1 (a),
a/D = 0.5 (b), a/D = 0.1 (c), a/D = 0.05 (d).

6. CONCLUSIONS

An updated version of the semi-discretization method [34, 37], was presented for time periodic
DDEs with optional ratio of the time delay and the time period. The problem in the method
presented in Reference [34] was that the time period was not an integer multiple of the time
step, and only the square of the Floquet transition matrix was determined that resulted double
computation time and problems of identifying the critical characteristic roots.

The point of the updated semi-discretization method is that the delayed term is approximated
as a weighted sum of the two neighbouring discrete delayed state values. With this technique,
the time step is chosen as an integer fraction of the time period, and the Floquet transition
matrix is determined over a single period.

Stability charts were determined for the damped and delayed Mathieu equation (17) for time-
period/time-delay ratios T/� = 1

2 , T /� = 1√
2
, T /� = 1, T /� = √

2 and T/� = 2. The case
T/� = 1 was considered as a reference case, since for this case, the stability charts are known
exactly and are comparable to the results of other publications [33–35]. For the cases T/� �= 1,
the structure of the charts were explained by referring to the corresponding autonomous and
undelayed cases of the Hsu–Bhatt–Vyshnegradskii and the Strutt–Ince stability charts.

Stability charts were determined for 1 and 2 DOF milling processes. The charts for the 2
DOF case was compared to charts obtained by different methods [44].
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Matlab codes for the stability analysis are given in the appendices in order to provide a full
understanding of the method.

APPENDIX A: MATLAB CODE FOR THE DELAYED MATHIEU EQUATION

clear
% parameters
epsilon = 1; % amplitude
kappa = 0; % damping
stx = 200; % steps of �
sty = 100; % steps of b

b_st = −1.5; % starting value for b

b_fi = 1.5; % final value for b

delta_st = −1; % starting value for �
delta_fi = 5; % final value for �
% computational parameters
k = 40; % number of discretization intervals over one period
int k = 20; % number of integration interval in each step
T = 2∗pi; % time period
dt = T/k; % discretization interval length
ddt = dt/int k; % integration interval length
tau = 2∗pi; % time delay
m = floor((tau + dt/2)/dt);
wa = (m∗dt + dt/2 − tau)/dt;
wb = (tau + dt/2 − m∗dt)/dt;
D = zeros(m + 2, m + 2); % matrix D
d = ones(m + 1, 1);
d(1 : 2) = 0;
D = D + diag(d, −1);
D(3, 1) = 1;
for i = 1 : k

c(i) = sum(cos(((i − 1)∗2∗pi/k) : ddt : ((i − 1)∗2∗pi/k + ddt∗(int k − 1))))/int k;
end % discrete values of ci

% start of computation
for y = 1 : sty + 1 % loop for b

b = b_st + (y − 1)∗(b_fi − b_st)/sty;
for x = 1 : stx + 1 % loop for �

delta = delta_st + (x − 1)∗(delta_fi − delta_st)/stx;
Fi = eye(m + 2, m + 2);

% construct transition matrix Fi
for i = 1 : k

A = zeros(2, 2); % matrix Ai

A(1, 2) = 1;
A(2, 1) = −delta − epsilon∗c(i);
A(2, 2) = −kappa;
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B = zeros(2, 2); % matrix B
B(2, 1) = b;
P = expm(A∗dt); % matrix Pi

R = (expm(A∗dt) − eye(2))∗inv(A)∗B; % matrix Ri

D(1 : 2, 1 : 2) = P;
D(1 : 2, m + 1) = wa∗R(1 : 2, 1 : 1);
D(1 : 2, m + 2) = wb∗R(1 : 2, 1 : 1);
Fi = D∗Fi; % Floquet transition matrix �

end
delta_m(x, y) = delta; % matrix of �
b_m(x, y) = b; % matrix of b
ei_m(x, y) = max(abs(eig(Fi))); % matrix of eigenvalues

end
sty + 1 − y % counter

end
figure
contour(delta_m,b_m,ei_m,[1, 1],’k’)

APPENDIX B: MATLAB CODE FOR THE 1 DOF MILLING ANALYSIS

clear
% parameters
N = 2; % number of teeth
Kt = 6e8; % tangential cutting force coefficient

(N/m2)

Kn = 2e8; % normal cutting force coefficient
(N/m2)

w0 = 922∗2∗pi; % angular natural frequency (rad/s)
zeta = 0.011; % relative damping (1)
m_t = 0.03993; % mass (kg)
aD = 0.05; % radial depth of cut
up_or_down = −1; % 1: up-milling, −1: down-milling
if up_or_down == 1 % up-milling

fist = 0; % start angle
fiex = acos(1 − 2∗aD); % exit angle

elseif up_or_down == −1 % down-milling
fist = acos(2∗aD − 1); % start angle
fiex = pi; % exit angle

end
stx = 400; % steps of spindle speed
sty = 200; % steps of depth of cut
w_st = 0e − 3; % starting depth of cut (m)
w_fi = 10e − 3; % final depth of cut (m)
o_st = 5e3; % starting spindle speed (rpm)
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o_fi = 25e3; % final spindle speed (rpm)
% computational parameters
k = 40; % number of discretization interval over one

period
int k = 20; % number of numerical integration steps for

Equation (37)
m = k; % since time delay = time period
wa = 1

2 ; % since time delay = time period

wb = 1
2 ; % since time delay = time period

D = zeros(m + 2, m + 2); % matrix D
d = ones(m + 1, 1);
d(1 : 2) = 0;
D = D + diag(d, −1);
D(3, 1) = 1;
% numerical integration of specific cutting force coefficient according to Equation (37)
for i = 1 : k

dtr = 2∗pi/N/k; % �t , if � = 2�/N

h_i(i) = 0;
for j = 1 : N % loop for tooth j

for h = 1 : int k % loop for numerical integration of hi

fi(h) = i∗dtr + ( j − 1)∗2∗pi/N + h∗dtr/int k;
if (fi(h) >= fist)∗(fi(h) <= fiex)

g(h) = 1; % tooth is in the cut
else

g(h) = 0; % tooth is out of cut
end

end
h_i(i) = h_i(i) + sum(g.∗(Kt.∗ cos(fi) + Kn.∗ sin(fi)).∗ sin(fi))/int k;

end
end
% start of computation
for x = 1 : stx + 1 % loop for spindle speeds

o = o_st + (x − 1)∗(o_fi − o_st)/stx; % spindle speed
tau = 60/o/N; % time delay
dt = tau/(m); % time step
for y = 1 : sty + 1 % loop for depth of cuts

w = w_st + (y − 1)∗(w_fi − w_st)/sty; % depth of cut
% construct transition matrix Fi

Fi = eye(m + 2, m + 2);
for i = 1 : m

A = zeros(2, 2); % matrix Ai

A(1, 2) = 1;
A(2, 1) = −w0ˆ2 − h_i(i)∗w/m_t;
A(2, 2) = −2∗zeta∗w0;
B = zeros(2, 2); % matrix Bi
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B(2, 1) = h_i(i)∗w/m_t;
P = expm(A∗dt); % matrix Pi

R = (expm(A∗dt) − eye(2))∗inv(A)∗B; % matrix Ri

D(1 : 2, 1 : 2) = P;
D(1 : 2, m + 1) = wa∗R(1 : 2, 1 : 1);
D(1 : 2, m + 2) = wb∗R(1 : 2, 1 : 1);
Fi = D∗Fi; % transition matrix �

end
ss(x, y) = o; % matrix of spindle speeds
dc(x, y) = w; % matrix of depth of cuts
ei(x, y) = max(abs(eig(Fi))); % matrix of eigenvalues

end
stx + 1 − x

end
figure
contour(ss,dc,ei,[1, 1],’k’)

APPENDIX C: MATLAB CODE FOR THE 2 DOF MILLING ANALYSIS

clear
% parameters
N = 2; % number of teeth
Kt = 6e8; % tangential cutting force coefficient

(N/m2)

Kn = 2e8; % normal cutting force coefficient
(N/m2)

w0x = 922∗2∗pi; % angular natural frequency x (rad/s)
zetax = 0.011; % relative damping x (1)
w0y = 922∗2∗pi; % angular natural frequency y (rad/s)
zetay = 0.011; % relative damping y (1)
m_tx = 0.03993; % mass x (kg)

m_ty = 0.03993; % mass y (kg)

aD = 0.05; % radial depth of cut
up_or_down = −1; % 1: up-milling, −1: down-milling
if up_or_down == 1 % up-milling

fist = 0; % start angle
fiex = acos(1 − 2∗aD); % exit anlge

elseif up_or_down == −1 % down-milling
fist = acos(2∗aD − 1); % start angle
fiex = pi; % exit angle

end
stx = 400; % steps of spindle speed
sty = 200; % steps of depth of cut
w_st = 0e − 3; % starting depth of cut (m)

Copyright � 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2004; 61:117–141



138 T. INSPERGER AND G. STÉPÁN

w_fi = 10e − 3; % final depth of cut (m)
o_st = 5e3; % starting spindle speed (rpm)
o_fi = 25e3; % final spindle speed (rpm)
% computational parameters
k = 40; % number of discretization interval over one

period
int k = 20; % number of numerical integration steps for

Equation (37)
m = k; % since time delay = time period
wa = 1

2 ; % since time delay = time period

wb = 1
2 ; % since time delay = time period

D = zeros(2∗m + 4, 2∗m + 4); % matrix D
d = ones(2∗m + 2, 1);
d(1 : 4) = 0;
D = D + diag(d, −2);
D(5, 1) = 1;
D(6, 2) = 1;
% numerical integration of specific cutting force coefficient according to Equations (40)–(43)
for i = 1 : k

dtr = 2∗pi/N/k; % �t , if � = 2�/N

hxx(i) = 0;
hxy(i) = 0;
hyx(i) = 0;
hyy(i) = 0;
for j = 1 : N % loop for tooth j

for h = 1 : int k % loop for numerical integration of hi

fi(h) = i∗dtr + ( j − 1)∗2∗pi/N + h∗dtr/int k;
if (fi(h) >= fist)∗(fi(h) <= fiex)

g(h) = 1; % tooth is in the cut
else

g(h) = 0; % tooth is out of cut
end

end
hxx(i) = hxx(i) + sum(g.∗(Kt.∗ cos(fi) + Kn.∗ sin(fi)).∗ sin(fi))/intk;

hxy(i) = hxy(i) + sum(g.∗(Kt.∗ cos(fi) + Kn.∗ sin(fi)).∗ cos(fi))/int k;

hyx(i) = hyx(i) + sum(g.∗(−Kt∗ sin(fi) + Kn.∗ cos(fi)).∗ sin(fi))/int k;

hyy(i) = hyy(i) + sum(g.∗(−Kt∗ sin(fi) + Kn.∗ cos(fi)).∗ cos(fi))/int k;
end

end
% start of computation
for x = 1 : stx + 1 % loop for spindle speeds

o = o_st + (x − 1)∗(o_fi − o_st)/stx; % spindle speed
tau = 60/o/N; % time delay
dt = tau/(m); % time step
for y = 1 : sty + 1 % loop for depth of cuts
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w = w_st + (y − 1)∗(w_fi − w_st)/sty; % depth of cut
% construct transition matrix Fi

Fi = eye(2∗m + 4, 2∗m + 4);
for i = 1 : m

A = zeros(4, 4); % matrix Ai

A(1, 3) = 1;
A(2, 4) = 1;
A(3, 1) = −w0xˆ2 − hxx(i)∗w/m_tx;
A(3, 2) = −hxy(i)∗w/m_tx;
A(3, 3) = −2∗zetax∗w0x;
A(4, 1) = −hyx(i)∗w/m_ty;
A(4, 2) = −w0yˆ2 − hyy(i)∗w/m_ty;
A(4, 4) = −2∗zetay∗w0y;
B = zeros(4, 4); % matrix Bi

B(3, 1) = hxx(i)∗w/m_tx;
B(3, 2) = hxy(i)∗w/m_tx;
B(4, 1) = hyx(i)∗w/m_ty;
B(4, 2) = hyy(i)∗w/m_ty;
P = expm(A∗dt); % matrix Pi

R = (expm(A∗dt) − eye(4))∗inv(A)∗B; % matrix Ri

D(1 : 4, 1 : 4) = P;
D(1 : 4, (2∗m + 1) : (2∗m + 2)) = wa∗R(1 : 4, 1 : 2);
D(1 : 4, (2∗m + 3) : (2∗m + 4)) = wb∗R(1 : 4, 1 : 2);
Fi = D∗Fi; % transition matrix �

end
ss(x, y) = o; % matrix of spindle speeds
dc(x, y) = w; % matrix of depth of cuts
ei(x, y) = max(abs(eig(Fi))); % matrix of eigenvalues

end
stx + 1 − x

end
figure
contour(ss,dc,ei,[1, 1],’k’)
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